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ABSTRACT

Protective relaying comprehends several procedures ahditpies focused on maintain-
ing the power system working safely during and after uneesand abnormal network
conditions, mostly caused by faulty events. Overcurrelatyres one of the oldest pro-

tective relays, its operation principle is straightfordiawwvhen the measured current is
greater than a specified magnitude the protection trips; tasables are required from
the system in comparison with other protections, causiegtrercurrent relay to be the
simplest and also the most difficult protection to coordenas simplicity is reflected in

low implementation, operation, and maintenance cost.

The counterpart consists in the increased tripping timiesexd by this kind of relays
mostly before faults located far from their location; thi®lplem can be particularly ac-
centuated when standardized inverse-time curves are usegem only maximum faults
are considered to carry out relay coordination. These ditioihs have caused overcurrent
relay to be slowly relegated and replaced by more sophistigarotection principles, it

is still widely applied in subtransmission, distributi@md industrial systems.

In this work, the use of non standardized inverse-time @yriree model and imple-
mentation of optimization algorithms capable to carry dwg toordination process, the
use of different levels of short circuit currents, and thausion of distance relays to re-
place insensitive overcurrent ones are proposed methgiésltocused on the overcurrent
relay performance improvement. These techniques mayftremnshe typical overcurrent
relay into a more sophisticated one without changing itslfumental principles and ad-
vantages. Consequently a more secure and still econonfieatative can be obtained,

increasing its implementation area.

Vii
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CHAPTER1

INTRODUCTION

A brief introduction to power systems, power systems ptaiacand their importance is
presented in the first section of this chapter. In the nexi@gcthe power system pro-
tection importance is highlighted, thereupon the statthefart related work is listed and
described, then the motivation and problem statement dss/#ie hypothesis, objectives,

and thesis structure are presented.

1.1 POWERSYSTEM PROTECTION

An Electrical Power SystetfiEPS) is a network of electrical components used to generate
transmit, and supply electric power. The basic power sysiocture is illustrated in
Figure 1.1. The EPS can be seen as a huge monster that hasaio retTmovable before
any unpredictable event and hold stoic while supplying gggiired demand,; if the system
collapses and a blackout is presented, it has to be reedtatllas soon as possible in order

to keep business running and maintain us satisfied and ctabfer

In some way the system is in fact a beast not easily affecteevbyy undesired
event, moreover it can regain equilibrium after events gerice. The previous statement
is founded in two main reasons, the first one is that the pow&em is usually too big
to be affected by daily events, characteristic related witiesearch field named power

systemstability [1].
The second reason — and most important for this thesis — ikdhatask carried

1
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Figure 1.1: Basic structure of an electric power system. The electaoalgy is generated, trans-
mitted, and delivered for customer consumption.

out by theprotection systerand protection engineers charged with the crucial dutyasf is
lating the system, preventing it from collapsing before esichble and possibly harmful

events, most often caused by short circuits.

A protective relay is an electric device that receives is@a# temperature, voltage,
and current, measures and compares them to make a diagamabigkes decisions about
the actions that have to be performed to keep the protectdmysafe; the output signal
of protective relays may lead to abrupt changes on theita@lpower circuits. The mon-
itored events are in the order of milliseconds and must bedfas quickly as possible,
making the human intervention impractical, consequentiglay is designed to operate
autonomously in a prescribed manner. One of the most irtbegesnd complex applica-

tions of a protective relay is the protection of electric powystems [2].

The distribution systems deliver the energy to the final@mustr either in residential
or industrial areas, typically within a range of voltagesnir2 to 35 kV; distribution are

the most interconnected networks, the conductors may bedoar carried on overhead



CHAPTER 1. INTRODUCTION 3

poles. The subtransmission systems connect the distriibatibstations around a city or
relatively small regions with voltages from 35 up to 110 kithaugh in some countries
voltages of 138 kV are often used. Finally, the transmisBiges are responsible to carry
on the energy from the generation substations to the sidstrigsion ones at high and
ultra-high voltages from 110 to +800 kV [2, 3].

The protections system is not useful while the system isaijpgy in a normal man-
ner; however, when a fault condition is presented, the lhabf the whole EPS depends
on its proper operation. The consequences of a malfuncbafddead the system to a
concatenation of errors or faults, resulting at worst casemassive collapse and black-
out, depriving of electric service to industrial and resiti®l zones and possibly causing

a large scale damage to the EPS.

1.2 SIATE-OF-THE-ART

Because of the complex nature of the overcurrent relay coatidn problem and en-
couraged by the constant increase of computer capabilitjesooking to facilitate and
improve the protection engineering practices, fifty yegessome efforts were made in or-
der to automate the solution process, then for almost theeadis the Overcurrent Relay

(OCR) coordination problem has been faced as an optimizatie.

On this section, several related works are going to be destrand compared in
order to clearly identify the novelties presented in thiskv@\ short description of articles
that have been published between 1963 and 2015 regardstpghic can be seen in the

following paragraphs.

1.2.1 O/ERCURRENTRELAY COORDINATION WORKS

Some of the first effective tries to automate the coordimgpimcess and to set some fun-

damentals in this topic are presented by Radke [5], Albretéht. [6], Tsien [7], Kennedy
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and Curtis [8], and Whiting and Lidgate [9]. First, Radke psppose an accurate curve-

fitting method with the advantage of small computer storaggirements.

In 1964 Albrecht et al. [6] published an article describindigital computer pro-
tective device co-ordination program, the objective of plhegram was to compute and
check the settings of the relays system. Late in the same iyearsimilar work Tsien
[7] proposes another method with the advantage of not reguprevious short-circuit

calculations, since the program perform them by itself.

The method presented by Kennedy and Curtis [8] is capablertgpate an inverse-
time curve for industrial applications. Whiting and Lidgd®] improve previously ob-
tained results by proposing a method capable to performt-sirguit analysis, obtain
relay settings, offer limited interactive functions, areck the performance of the relays.
All these methodologies pursued and achieved saving tinteeg@rotections engineer
and they were successfully used for several years [10], tiietadvances in computation

industry allowed the implementation of more complex praced.

Almost three decades ago, Urdaneta et al. [10] introducedlagie criteria linear
optimization method that give solution to the problem byaifihg optimal time dial
settings (TDS) results. This work opened a new research atesre a specific objective

function is minimized and the OCR coordination problem isrsas an optimization one.

The computer capacities of the time permit the coordinatiobe carried out just
for faults at the midpoint of lines. The same authors preaembre effective approach
based in linear programming [11], it is used to compute tmeesaptimal setting when a
local structure change has been performed in the systensimikar work, Urdaneta and
Pérez [12] use linear programming to solve the problem dansig dynamic changes in

the network’s topology due to the effect of transient configions.

The main issue in linear programming approaches is the nemeint of a good ini-
tial guess and also the high probability of being trappedaal minima solutions. In a
successful attempt to overcome those limitations, So ¢13J).14] start with the adapta-

tion and implementation of natural imitation algorithmsstdve coordination problems,
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the Genetic Algorithms (GA) offer multiple initial searchdia quick obtention of opti-
mum relay settings. The use of evolutionary programming dyagd Li [15] increases
the chance of obtaining global minimum settings, and alssic®rs the addition of dy-
namic changes in the network’s topology. The approachesepted by Urdaneta et al.
[16] and Karegar et al. [17] propose a linear programmingriot-point algorithm; pre-
solution techniques are used to filter and simplify the peohlreducing its complexity

and improving the performance of mathematical optimizasityorithms.

As an alternative to linear and nonlinear programming, @lelie et al. [18] present a
Mixed Integer Non Linear Programming method (MINLP), theyclude that computing
continuous pickup currents to later round them to their ingadiscrete value could lead
to infeasible solutions. This work is improved by Zeineldihal. [19]; the robustness
increases by adding additional constraints, avoidingineatities caused by the discrete

magnitudes of thé,; ...

In another publication, Zeineldin et al. [20] recognize lin@tations of determinis-
tic methods and apply a Particle-Swarm Optimization (P&Ohique in another attempt
to overcome those limitations. It is demonstrated that dogér problems, the PSO find
faster and much better solutions in comparison with MINLRIr results are obtained
by Gholinezhad et al. [21] when they use MINLP considering tariables as adjustable

settings.

Birla et al. [22] optimize the problem settings in a nonlineavironment using SQP
and considering one fault point. The results show that sgltine coordination problem
based on only close-end faults does not affect significahtdyresults in small systems;
the drawback is that in some scenarios, specially in biggstems, this consideration
can lead to miscoordinations for far-end faults. This cosidn helps to highlight the im-
portance of considering more than one magnitude of shotiticurrent to carry out the
coordination process, as done in this thesis. As a compleohéreir previous work, Birla
et al. [23] propose an approach to prevent sympathy trigalag appear by considering

only near-end faults.
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The genetic algorithms prove to be a fast and robust methitab$eito solve the co-
ordination problem; Lee and Chen [24] implement this matiais&c to achieve coordina-
tion in an industrial radial system, improving the resuli¢aoned by traditional methods.
Razavi et al. [25] introduce a novel — and later widely usedbjective function capable
to handle miscoordination problems (Equation 1.1); thgping time of the main relay is
represented by, and the coordination error bi¢,,,. This approach considers only the

TDS as adjustable setting.

OF = a1 Y (t:)*+ a2 Y (Atyy) — Bi(Atyp) — [ At (1.1)

Kamangar et al. [26] present a new GA method, in addition éoctbordination of
overcurrent relays, this method also coordinates earthdaes. Uthitsunthorn and Kul-
worawanichpong [27] optimize the TDS in another simple btgative implementation
of GA. Bedekar et al. [28, 29] introduce the use of simplex dadl-simplex methods to
optimize the TDS in small radial and interconnected distidn systems. Noghabi et al.
[30] obtain optimal relay settings for a set of differentwetk topologies; in the first
work, a hybrid method is developed with the objective of sgkadvantage of the search
space exploration and the local exploitation capabiliGE&A and LP to find optimal

TDS and pickup tap settings.

Furthermore, Noghabi et al. [31] optimize the TDS by impletrgg an interval
linear programming method; this methodology is tested ggér systems in comparison
with the previous contribution. In a research with a simibjective, Bedekar and Bhide
[32] propose a GA-NLP hybrid method to optimize the pickuprent and the TDS; ne-
vertheless, the same authors obtain satisfactory reswtsall distribution systems using

only a continuous genetic algorithm [33].

Damchi et al. [34] use a hybrid PSO-LP methodology to obtgitinoal discrete
Iickup @nd continuous TDS settings for microgrid systems. Singal.€f35] present a
simple GA capable to solve the OCR coordination for smalteays. Mohammadi et al.
[36] also implement a genetic algorithm that considers tiaipy of constraints in order

to reduce the total of miscoordinations.
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Ezzeddine and Kaczmarek [37] introduce the consideratidhree parameters as
adjustable settings, in addition to the commonly used TD&Igh.,,,, the algorithm is
capable of selecting an inverse-time characteristic curaes solution considers all three
settings discrete. Moirangthem et al. [38] present the @mgntation of a differential
evolution algorithm to solve the coordination considerdistributed generation. Uthit-
sunthorn [39] and El-Mesallamy et al. [40] introduce in eiint works the use of the
Artificial Bees Colony (ABC) algorithm, concluding that ghinethod can be faster while

achieving similar results in comparison with linear, naglr and PSO methods.

Thangaraj et al. [41] have worked with the adaptation andempntation of three
modified Differential-Evolution (DE) algorithms which matton operators were based on
Laplace, Cauchy, and Gaussian probability distributiomgroving the results obtained
by the basic DE. Singh et al. [42] develop a Covariance Maigaptation Evolution
Strategy as a minimization strategy to obtain optifal., and time multiplier settings.
Sueiro et al. [43] present a new method using evolutionadyliear programming, this
implementation allows the elimination of restrictionsgki@ag to achieve partial coordina-

tion of relays prone to miscoordinate.

Mahari and Seyedi [44] propose an analytic approach to ctenpeo optimal set-
tings; the iterative numerical technique’s main objecis/the reduction of the total oper-
ating time instead of the magnitude of the adjustable ggtilChen et al. [45] introduce
a fast GA with the objective of optimizing two settings in anlustrial radial system. In
similar works, Bottura et al. [46, 47] optimize the discregéttings to achieve coordination
in a real meshed power system via the implementation of aidthyibear programming

and genetic algorithm.

Even tough the following two works are not presenting nagslin coordination
related topics, they are interesting to mention. Hussaah. ¢48] depict a review of OCR
coordination methods, focusing in artificial intelligenaed nature-inspired techniques.

Lu and Chung [49] present a method to detecting and solvingedatersection problems.

Singh et al. came out with the implementation of a differ@reivolution algorithm
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to achieve coordination considering a fault in the middléhefline [50] and faults located
at close and far-ends [51]. In a similar but improved workelGah et al. [52] show
the results of an opposition chaotic differential evolatadgorithm; the main idea of this

method is the simultaneous consideration of an estimaté&sngposite point.

Hussain et al. [53] introduce the use of a Modified Swarm Bir&fgorithm, which
is a improved version of PSO that accelerate the converggremd and enhance its capa-

bility to obtain optimal settings.

Shih et al. [54] compare the performance of GA, PSO, and Dé&rilgns to achieve
online coordination results of Directional-Overcurrergl®/s (DOCR) considering two
adjustable settings. Arreola Soria et al. [55] introduceithplementation of unconven-
tional curves in industrial power systems; by considerimg interaction of the digital
representation of the moving induction disc and the TDSstfeware is able to design a
specific OCR curve that fits in the studied industrial powestesy. This work shows that
the introduction of unconventional inverse-time curveduiees the mechanical stress and

thermal effects, preventing damage and increasing thteiéof the protection elements.

The related work is also shown in a condensed manner in Tahl& he columns of
the table indicate the reference, year of publication | witadjustable settings, methods
implemented to solve the problem, and the total of bussesaays of the systems where
each proposal is tested. All the related work consider catrwmeal time curves and one,
two, or three parameters as adjustable settings. The ingolesd methods are diversified,

including linear and nonlinear, numerical, and naturggiiresl algorithms.
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Table 1.1: Related work for overcurrent relay coordination.

Reference Year AS Method System Buses Total Relays
Urdaneta et al. [10] 198 NLP 3,6,30 6, 30, 68
Urdaneta et al. [11] 199 LP 18 74
Urdaneta and Pérez [12] 19 LP 2,6 6, 16
So etal. [13] 1997 GA 6 8

So etal. [14] 1997 GA 6 8

So and Li [15] 2000 EP 6 8
Urdaneta et al. [16] 200 LP 9, 108 11,97
Karegar et al. [17] 200 LP 8,11 6, 14, 39
Zeienldin et al. [18] 200 NLP 3 6
Zeineldin et al. [19] 200 MIP 8 14
Zeineldin et al. [20] 200 PSO 8,14 14, 40
Gholinezhad et al. [21] 201 MIP/PSO 6, 30 14, 86
Birla et al. [22] 2006 SQP 6, 30 14,68
Birla et al. [23] 2007 SQP 30 68
Lee and Chen [24] 200 GA 2 8
Razavi et al. [25] 200 GA 6,8 14
Kamangar et al. [26] 200 GA 8 14
Uthitsunthorn et al. [27] 201 GA 6 14
Bedekar et al. [28] 200 LP 4,6 5,8
Bedekar et al. [29] 200 LP 2 2,4
Noghabi et al. [30] 200 LP 8 14
Noghabi et al. [31] 201 ILP 14,30 39,76
Bedekar and Bhide [32] 201 SQP/GA 9 24
Bedekar and Bhide [33] 201 GA 3, 5,6
Damchi et al. [34] 201 PSO 6 11
Singh et al. [35] 201 GA 3 8
Mohammadi et al. [36] 201 GA 30, 59 39,90
Ezzeddine and Kaczmarek [37] 20 LP/NLP 8,30 14,78
Moirangthem et al. [38] 201 DE 19 23
Uthitsunthorn et al. [39] 201 GA 9 11
El-Mesallamy et al. [40] 201 GA 3,6,8 6, 14,14
Thangaraj et al. [41] 201 DE 3,4,6 6,8,14
Singh et al. [42] 201 CMA-ES 30 30
Sueiro et al. [43] 201 LP 3 12
Mahari and Seyedi [44] 201 LP 3,8,15 6, 14, 42
Chen et al. [45] 201 GA 2,7 8,7
Bottura et al. [46] 201 LP/GA 18 22
Bottura et al. [47] 201 LP/GA 43 6

Lu and Chung [49] 201 Numerical 6,7 16, 14
Singh et al. [50] 201 DE 9,30 24,42
Singh and Panigrahi [51] 201 DE 6 14
Chelliah et al. [52] 201 OCDE 3,4,6,14 6, 8, 14, 40
Hussain et al. [53] 201 MSFA 8 14
Shih et al. [54] 2014 DE 14, 30 30, 68
Arreola Soria et al. [55] 201 Numerical 3 4

Proposed work 2015 5 GA/IWO,SQP 9, 14,30,57,118 12,30, 68, 130, 340
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1.2.2 OCRAND DISTANCE RELAY COORDINATION WORKS

There have been several attempts to automate the cooatinatbcess between direc-
tional overcurrent and distance-relays [56-59]. The maijediives of these algorithms
is to reduce the burden to the protections engineer whilaiing adequate solutions
to this problem. In a more robust and still used work, Ramaswet al. [60] present

enhanced analytical techniques for coordinating threez o distance-relays with over-

current ones.

Pérez and Urdaneta [61] improve the work presented in [1@j&yding the timing
of the second zone of distance-relays to the coordinationgss. An important conclu-
sion of this research is the importance of the selected auatidn time interval, in some
scenarios the second zone tripping time should be greaarttie classical and widely
used 0.3 seconds. In a different approach, Khederzadehpféppses a fixed second
zone operation time while the shape of the OCR would changedordance with the
fault location. This proposal is based in the useioiversal protection devices-which
are conformed by the combination of inverse-time and defitiihe overcurrent tripping

shapes [63] —, instead of inverse definite minimum time relay

Chabanloo et al. [64] propose a methodology based on thesimmgaitation of a
genetic algorithm. This method is capable to optimize thesTdhd the selection of a
standardized OCR characteristic curve in order to cootdiitavith the previously fixed
tripping times of the second and third zones of distancayeel In similar works, Sadeh
et al. [65, 66] present the coordination of DOCR with the selcpones of distance ones;
these articles includes the second zone tripping time asiabla on their PSO formula-
tion. Later, Chabanloo et al. [67] improve their previougkoy considering more critical
— coordination — points as restrictions; furthermore, tipgiing time of the second zone

was also considered as an adjustable setting.

Singh et al. [68] implement a DE algorithm with hybrid mutatiwith the objec-
tive to optimize the TDS and thg;.,, of an overcurrent relay while the tripping times

of the distance-relays zones are fixed. Four coordinationtp@re considered in this
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Table 1.2: Related work for distance and overcurrent relay coordimati

Reference Year AS Method System Buses Total Relays
Gastineau et al. [56] 197 Numerical - -
Damborg et al. [57] 198 Numerical 5 12
Ramaswami et al. [58] 198 Numerical 6 14

Schultz and Waters [59] 198 Numerical - -
Ramaswami et al. [60] 198 Numerical 6 11

Pérez and Urdaneta [61] 200 2 LP 8 16
Khederzadeh [62] 200¢ 2 LP 8 16

Kojovic and Witte [63] 2001} 2 Numerical 8 7
Chabanloo et al. [64] 200¢ 2 GA 6 14

Sadeh et al. [65] 2008 GA 6 14

Sadeh et al. [66] 2011 2 PSO 8 16
Chabanloo et al. [67] 20108 GA 8,30 14,68

Singh et al. [68] 2012 2 DE 6 14

Moravej et al. [69] 2012F 2 PSO 8 14,64

Nair and Reshma [70] 2018 2 GA 8 14
Farzinfar et al. [71] 2014 2 PSO 8,14 14,34
Haron et al. [72] 2013 2 Numerical 6 8
Proposed work 2015 5 GA,IWO,SQP 9,14,30,57,118 12,30, 68, 130, 340

work. Moravej et al. [69] introduces a new approach that i@rs the intrusion oge-
ries compensateslystem to the coordination process. In this article, a MediAdaptive
Particle-Swarm Optimization is adapted to obtain the sangedptimal OCR settings

considering three critical points; in addition, ttyg is also considered as adjustable.

Nair and Reshma [70] propose a GA capable to obtain optinrakcselection and
time multiplier settings, the algorithm considers a fixegdimng time for the second zone
and is successfully tested in a small 6-bus system. Faraznf. [71] adapt a new Multi-
ple Embedded Crossover PSO to deal with this complex nadim®blem. The TDS, the
pickup current, and the second zone operating time are @@&ihto achieve coordination

in three critical points.

In a different methodology, Haron et al. [72] propose therdomtion of overcur-
rent, directional overcurrent, and differential relays dastributed generation and micro-
grid systems. The proposals of the references describdteiprevious paragraphs are

condensed in Table 1.2.
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1.3 MOTIVATION AND PROBLEM STATEMENT

Despite the newer and more sophisticated protection plei the overcurrent relay is
far from entering into disuse, its simplicity and low cosé anain advantages in com-
parison with other principles. The implementation of tieishtnique is still widely used in

subtransmission and distribution lines as well as in appbois where the implementation

cost of pilot, distance, or differential relays is not sustal.

The IEEE, IEC, and AREVA institutes in accordance with thenpatational capa-
bilities of the time and aiming to prevent curves incompétibestablished standardized
inversion grades for the OCR inverse-time curves. In raslygtems, designing curves
with equivalent inversion grades is an advantage for coatdn purposes; an example
of this case was depicted in Figure 2.2(b) where the TDS iagc while the inversion
grade is maintained. Given that the short-circuit curremnsby a pair of relays in this
kind of systems is the same and supposing similar load dsirére coordination can be

ensured for practically all curve length, thus the standaldgical and applicable.

The curves performance in radial systems is remarkablertheless those systems
coordination do not suppose a major challenge in power sygt®tection while coor-
dination in bilateral supplied and interconnected systedoes; it is precisely in those
cases when the efficiency of the standards is questionallereFl.2 presents an example
where a pair of relays is coordinated; both relays are usingrainverse IEEE charac-
teristic curve and the coordination current seen by botlyeels supposed to be equal.
As can be appreciated the use of curves with the same innegsgale does not guarantee
the avoidance of possible curve crossings; moreover orc#sis the coordination is lost
— because the curve separation is less tharCfie— long before the crossing point is

presented, as depicted by the shaded region.

Since modern digital OCR basically a computer, they are ldapaf calculating
their own characteristics from given parameters. Furtloeemstate-of-the-art optimiza-

tion methods and current computer capacities allow the coatipn of acceptable ad-
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Figure 1.2: Curves crossings presented in a coordination pair.

justable settings that might reduce the relays trippingtand reduce or even avoid pos-
sible curves crossings in a reasonable short period of tiymexploiting these options the

OCR coordination performance may be improved, consequehthining safer systems.

Another limitation of overcurrent relays is their lack ohséivity for faults near or
under the pickup current. At this moment, related works Haeeas their efforts to coor-
dinate distance-relays as main protections while consig€dCR as backups. Since the
aim of this thesis consists in improving the overcurrerdaygderformance and therefore its
field of application, an alternative that combines distaamog overcurrent relay protection

principles is also presented.

The novelty of this research is the use of all five overcurrefdy parameters as
adjustable settings. The second contribution is the cengitbn of more than one short-
circuit level to carry out the coordination process. Thebpem will be faced through
the implementation of an exact method known as sequentadrgtic programming and
two heuristic algorithms, genetic algorithms and InvasdiMeed Optimization methods
(IWO); while genetic algorithms have been successfullydusesolve the coordination
problem for several years, the implementation of the weetthatehas not been reported.
In addition, the use of quadratic programming method withuirvalues obtained from

heuristic methods is also an original idea.
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The last novelty of this proposal is the implementation stalce-relays justin lines
where the overcurrent ones are insensitive, their trippings are elevated, or when OCR
coordination cannot be achieved; therefore this theswigded in the OCR improvement

and distance-relays are used to bring an integrated solutipower system protection.

1.4 HYPOTHESIS

The objective of the overcurrent relay coordination is lkegphe inverse-time curves of
the coordination pairs as close as possible — maintainihgdsn them a gap called CTI
— for a region of short-circuit currents; with the aim of pgedng curves compatibility
and considering computational capacities at the time,ghesess has been carried out

considering standardized inverse-time curves.

Technology has been growing faster than several other etiorszctors, as a result
computers are evolving and becoming more powerful year géar; this fact impacts
engineering and any other sciences, enabling possibilitiat years ago seemed out of
reach. The hardware of digital relays is now capable to perfsimple calculations and
readjustments, moreover computers are capable of runmtigniaation algorithms and
performing coordination tasks. The facts mentioned abead Us to state the hypotheses

of this thesis:

e The consideration of all OCR parameters as adjustablegsttnay lead the protec-
tion system to improve its performance by reducing the tnggpimes for maximum

and minimum short-circuit currents while conserving cgreempatibilities.

e The use of close-end three-phase and far-end two-phase féth the remote relay
open as frontier coordination currents — as well as an inéeiate magnitude be-

tween those — in the objective function, may guarantee tiheesicompatibilities.

e Since metaheuristic methods are robust, adaptable taehtfeoroblems, non de-
pendant of good initial guesses, and have remarkable etparand exploitation

capabilities, they seem to be the best choice to face the&lt@dion process.
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e Genetic algorithms are proven to perform well while facihg toordination prob-
lem; since invasive-weed optimization method is also aneaituspired algorithm
but based only on mutation operators, it can be adapted apiénmented to solve

this problem obtaining good results.

e The implementation of an exact method may be difficult beeafithe search space
size and its good initial approximation necessities, néedess the implementation
of a nonlinear algorithm during or after metaheuristic detions may improve the

coordination result by locating the closer optimal result.

e The addition of a routine capable of including distanceyslwhere overcurrent
ones are not capable of achieving coordination may providetagral solution to

this problem.

1.5 OBJECTIVES

The general objective of this thesis is to implement an ogttion method that, consider-
ing all the overcurrent relay parameters as adjustablmgsthnd consequently obtaining
non standardized inverse-time curves, achieves the OCRlioation for different levels

of short-circuit current. Moreover, the particular objees are listed below:

e The first particular objective is the accomplishment of a plate review of the
related work, specially focused in the state-of-the-advarcurrent relay coordina-

tion.

e The following objective is centralized to adapt and impletr@onlinear and meta-

heuristic optimization algorithms capable to solve therdowtion problem.

¢ A third objective is the development of a methodology adégta achieve OCR
and distance-relay coordination, followed by its adaptatnd integration to the

implemented algorithms.
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1.6 THESISSTRUCTURE

The present thesis is divided into five chapters, the firstpyasents the introduction, the
state-of-the-art enlists related work on this topic in ergehighlight the main contribu-
tions and establish the characteristics that distingdighwork from any other. Finally

the problem statement, hypothesis and objectives are edsemied.

The second chapter discusses the background of this grijectlivided into two
main parts, the first one introduces protective relayingdioation theory as well as the
protection principles addressed on this work. The oveerurrelay limitations and the
proposed techniques to face them are also postulated ia #sz$ions. The second main
part describes the optimization methods implemented teesthle coordination problem

either in this or different works.

Chapter 3 details the implementation of the optimizationhuods used to face the
overcurrent and distance coordination problem. In thetfoahapter the conducted ex-
periments and the obtained results can be seen. The lageclwmgevote to present the
conclusions and contributions reached from the resultsosedn addition future work

ideas are explored.



CHAPTER 2

BACKGROUND

The aim of this chapter consists in presenting the backgrofithis thesis. The chapter is
divided in four sections: the first and second present cdaneémformation and general
concepts about overcurrent, and overcurrent and distaatag-coordination; the last one

describes different optimization methods implementedteesthe coordination problem.

2.1 OVERCURRENTRELAY

The overcurrent relay[73—76] is the simplest, cheapest, and oldest among akgtion
principles. Despite the increased use of more sophistigatetections, it is still com-
monly used as phase primary protection on distribution adransmission systems and
as a phase secondary protection on transmission systenne.thvém a century has passed

since OCR was developed and it is still used with almost anglification [77].

Based on their tripping characteristics, overcurrentyek@re classified in definite
current, definite time, and inverse time. The definite curodaracteristic immediately
triggers the relay when a certain current magnitude is mddhis option allows fast trip-
ping for faults located at long distances, neverthelessemts the drawback of lacking
selectivity before overload conditions. The second apgr@dlows the protections engi-
neer to set a definite time operation for a determined rangeeakured currents, defining
different tripping steps may increase the relay’s sel@gtivowever the tripping time for

the biggest currents can be slow. The last and most comnppirtg characteristic is the

17
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Figure 2.1: Definite current, definite time, and inverse time overcurdraracteristics.

inverse time curve, this option requests faster operatisribe short-circuit current grows
and vice versa; throughout this work the last approach wilie only one referred. The

three overcurrent relay characteristics are illustratefeigure 2.1.

One of the assets of the inverse time relay is its relativectigity, that means that
it is designed to operate asain protectiorfor the line where it is placed and abackup
protectionfor any adjacent line. The principle is straightforwarde tACR gives a signal
to trip the protected line when a measured current is gréaderthe previously sgtickup

current (Ipickup)-

A common approach consists in setting Ihg.., to a magnitude equal to or greater
than 1.5 times the maximuitoad current(I,,.q) flowing trough the line where the relay
operates as a main protection; nevertheless in some of ploetee works detailed in the
following chapters, th@ickup current multiplier(P,,) is reduced to 1.25. The objective
of the P, is the avoidance of relay operation under temporary ovdrtmanditions that
can be considered as normal system operation. Thus;the is computed as shown by
Equation 2.1.

Lpickup = lioad X Pr- (2.1)

The tripping time of an overcurrent relay for a given shartwit currentl,, is com-
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puted using Equation 2.2, defined by the Institute of Eleatnd Electronics Engineers

(IEEE) in the standard C37.112-1996 [78]:

t = # +B| x TDS, (2.2)

Tsc _ 1
Ipickup

where

t = tripping time,
I.. = short-circuit current,
Lpickup = pickup current,
TDS = time dial setting, and

A, B, p = Time curve characteristic constants.

An inverse-time characteristic curve designed for each relay of the system, it
can be obtained by evaluating the previous equation foewdifftl,. magnitudes. The
curve indicates the time that the relay will take to trip alfai a given magnitude; it is
asymptotic to thdi..,p, consequently the tripping times for currents near to tladies
tend to infinite. The characteristic constants are resptasy give the inversion grade to
the curve, and the TDS is a time multiplier which moves thevew@long the vertical axis

while keeping its inversion grade unaltered.

The methodology followed to design an inverse-time curvesiis of the selection
of proper values of TDSP,,,, and one of the three sets of characteristic constants-estab
lished in the IEEE standard [78]. Diverse curve constargsiaed by different institutes,
for example the sets used by AREVA [79] and the Internati@bhattrotechnical Commis-
sion (IEC) [80] as listed in Table 2.1. Since the relay emplaysingle adjust to operate
as main and backup protection, the security of the protesystem relays on a correct
parameter selection and curve design. The aim of limitimgdiwrve to certain inversion
grades consists in giving more compatibility among all t&R0curves in the system. The

topic is discussed in further etail in the next section.

The IEEE defines three standardized inverse-time curvesikias theModerately
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Table 2.1: IEEE standardized curves characteristic constants.

Institute Curve A B p
Moderately Inverse 0.0515 0.114 0.02
IEEE Very Inverse 19.61 0.491 2

Extremely Inverse  28.2 0.1217 2
Normal Inverse 0.14 0 0.02

IEC Very Inverse 13.5 0 1
Extremely Inverse 80 0 2
Short-time Inverse  0.05 0 0.04

AREVA Long-time Inverse 120 0 1

Inverse(MI), Very Invers€VI), and Extremely InverséEl), their predefined characteristic
constants are illustrated in Table 2.1. Figure 2.2(a) shamwsxample of the three curves
plotted in a bilogarithmic scale; the inversion grade is agmbly different for each one
of them, so that their names are appropriate to distingurehfoom another. In Fig-
ure 2.2(b), the previously mentioned multiplicative effeEthe TDS on the inverse-time
curves is depicted; generally, values from 0.5 to 15 can beeatkas time dial settings for
overcurrent relays. Nevertheless, given that the trippimg is directly proportional to
TDS magnitude, big values are not often used. The TDS sete@ihge can be considered

continuous for digital relays or discrete for electromeubal ones.

As stated in previous paragraphs the tripping time tendsfiy while I,. becomes
closer to the pickup current. This behavior is exemplifiethimmcase used to compute the
curves depicted in Figure 2.2(a); in this examplelfe,, equals 460 A but the tripping
time of the very and extremely inverse-time curves for aenirnear 600 A is respectively
around 20 and 60 seconds, a slow operation time for coordmptirposes. Because of
that, the region comprehended from 1 to 1.5 timedhg,, iS commonly not considered

during the coordination process.

With the objective of ensuring that the relay is capable ¢écling a fault magnitude
and tripping the line in a reasonable amount of time, befoeecoordination process is
carried out overcurrent relays that exercise as backupsusjected to a sensitivity filter.

A sensitivity indexn is given by Equation 2.3; it consists in the quotient of thekpp
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(a) Conventional inverse-time curves. (b) Dial effect on inverse-time curves.

Figure 2.2: IEEE standardized inverse-time curves and the TDS effeth®iurves design.

current and the two-phasedPfault located at the far-end of the adjacent line with the
remote relay open. The relays that obtaig 1.5 are considered insensitive and taken out
of the coordination process; since each relay may be badkdifferent protections, it is

important to clarify that it can be insensitive for certaaimand sensitive for others:

[
n= .
Ipickup

(2.3)

2.1.1 QOVERCURRENTRELAY COORDINATION

The main task of protective relaying engineering is coaatiing the protective devices.
Overcurrent protections are set to clear the faults on the hmes and to operate as back-
ups for adjacent lines. The complexity of the problem insessexponentially as the power
system grows; for example, tihadial system of four buses and three relays shown in Fig-

ure 2.3(a) can be easily coordinated, nevertheless, thiaddf one interconnected node
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(a) Example of a four bus radial system.

(b) Example of a five bus interconnected system with bilhtpzaeration.

Figure 2.3: Two examples of power systems.

and bilateral generation, can transform this task to a ratifecult one. The number of
relays to coordinate increases from three to ten with tigdsiodification as illustrated
in Figure 2.3(b).

Thel,,.q is necessary to calculate thg.,,, moreover the coordination process is
performed considering the maximum fault magnitude, comgnocaused by three-phase
(3¢) faults, consequently flow and fault analysis have to beeduwut since their results
are needed to coordinate the protections. The load demahthamesults obtained by a
fault analysis are well known by the system operators, aunseatly they could be either

computed or retrieved from historical data.

The main characteristic of radial systems is their load-fthkection; considering
loads connected in nodes 2, 3, and 4 of Figure 2.3(a) and aahowit occurrence in bus
4, the current will flow from node 1 to the fault point, i.e.,downstreandirection. The
coordination process starts by setting the curve paramefedownstream protections,
setting relay 34 to trip its main line as fast as possible fof°; the load connected to
node 4 is considered d%. ;. Moreover the relay 23 is adjusted as main protection for

the line 2-3 and also as backup of the relay 34; #fig will be equal to the sum of
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loads connected to nodes 3 and 4. This process will contintithie relay closest to the

generator is coordinated.

The unilateral load-flow in radial systems makes the usgirettional-overcurrent
relaysunnecessary. On the other hand, iniat@rconnectecpower system the current
flows in both directions, and consequently the use of DOCRdsiired. Let us consider
a fault located at the 80% of the line 2-3 of the system deg@ictd-igure 2.3(b), it can be
seen that the fault contribution will come from both sideshef line; theelectric distance
between relays 32, 34, and 35 and the fault location — andecpestly the measured
fault magnitude — is practically identical. The relay 32 mug its main line, but an
operation of the relays 34 and 35 will implicate an undes&ralutage of non faulted
lines. Broadly speaking, the directional function willadl or prevent the operation of the

relay for faults occurred in an specific direction [75].

The coordination process will be explained using Figure Bdpposing a three-
phase faultf; occurring in the line 2—3, the relays 32 and 23 had to cleafathi¢ as main
protections nevertheless let us assume that just the fitkeof accomplished its task. As
a consequence of that malfunction, the fault is still berd by the generators located at

the nodes 1 and 4.

Directional function prevents relays 21 and 24 from detertinis fault, therefore the
protections 12 and 42 are appropriate to operate as backtps faulted relay, isolating
the fault and preventing it from keeping spreading towalasrest of the system. The
relays 12 and 23, as well as the relays 42 and 23 fwoordination pairs namely, a pair
of relays in which one of them is backup of the other. A relay ba part of as much
coordination pairs as adjacent lines are located in itsdnipction, meaning that each

relay can be backup of multiple relays, as well as multiplay®can be its backups.

Thecoordination curren{l.) is the maximum current seen by the backup relay after
the occurrence of a fault located on the main zone of its paitits name suggests, the
is the current used to carry out the coordination. In FigudetBe fault magnitude seen

by relay 23 after correct operation of relay 32 is equattg A, which is a combination
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Figure 2.5: Two independent faults in a four bus system where a main falksyto trip.

of the contributions coming from the lines 1-2 and 4-2, folloy the Kirchhoff’s first
law. The contributions do not necessarily have the same mualgn so it can be said that
each coordination pair has an individual coordinationeuirr Further, while the tripping
time of the main relay will be computed considering the futiaunt of current —+y
A in this example —, the backup tripping time will be calce@ldtconsidering just the
contribution of its line ¢ A). This situation is an example of an effect knowniafeed

current, presented in interconnected and bidirectionailgpeystems.

The definitions of the latter paragraphs are complementied kiSgure 2.5. It can
be noted that the relay 12 is a coordination pair of the re28yand 24, therefore it has to
be adjusted to respond as backup if any of them fails. Assyitavo independent faults
f1 and f, occurring in different moments. It is supposed that for ecae the relay on
the right operate correctly and the relay on the left failgijm the contribution from the
line 1-2 to each fault surely will have a different magnitudensequently the relay 12
will operate as backup for more than one relay considerifigréint coordination currents.
The complexity of the problem increases when the same relaydbe coordinated with
its own backups, although this example is not the case. Windecoordination process
is simple to achieve for small systems, the complexity graapsdly as the system grows

either in nodes or interconnections.
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Figure 2.6: Close-end f;) and far-end f5) faults with open end.

In order to ensure that the backups will respond only if thenmmalay failed to
operate or if its operation is taking too long, the backupaysglshould not trip the line
immediately, but after a time delay call€bordination Time IntervalCTT); in this thesis
the CTI magnitude is assumed to be 0.3 seconds when overcurreys egkacoordinated
between them. Thus, the desired tripping time of a backwgy r¢f) is equal to the sum
of the main relay tripping timet(,) and theCT1, as shown in Equation 2.4:

td = t,, + CTL (2.4)

This section is concluded by defining the fault locationssidered in this thesis,
close-end and far-end faults are depicted in Figure 2.6.rAmaon assumption in protec-
tive relaying is that one of the main relays will operate eotty; in this example, relay 21

is supposed to do so, consequently considering a fault yeigm @nd.

2.1.2 QOORDINATION EXAMPLES

A numerical example of the overcurrent relay coordinatioocpss will be described in
the following paragraphs. Figure 2.7 illustrates a seatitie IEEE 14 bus system [81],
widely used to test power system protection contributid@®@nsidering a faulf; located
in the close-end of the line 1-5, it is assumed that the rébaypkrates correctly while the
relay 51 fails to trip. The fault magnitude seen by the 51yédaequal to the sum of the
fault contributions coming from nodes 2, 4, and the rest efdfisstem. Let us considér
= 6638 A while the fault contribution seen by the relays 25 4hds respectively 2005 A
and 3133 A. The data that will be used to solve this problenomglensed in Table 2.2.

The first step consists in computing thgy,, andt,, using Equations 2.1 and 2.2.
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Table 2.2: Parameters used for the coordination example.

RelaylD 51 25 45

I 6638 A 2005A 3133 A
Lioad 350A 195A 304 A
P 15 15 15
Curve VI VI VI

sH4
12

24
25
21

2

Figure 2.7: Fault event on a section of the IEEE 14 bus system.

The main relay must trip as fast as possible, therefore itialiDS is set to 0.5:

Dl = 350 x 1.5 = 525A,
. 19.61
$@O688A = | 4+ 0.491] x 0.5,
[6638A] N
525A
t@6638A  — (.3071s.

The tripping time of the relay 51 for a short-circuit maguiguof 6638 A is equal
to 0.3071 s; therefore, the desired tripping time of the bpalelays 25 and 45 for their

respective coordination currents is calculated using Egu&.4, as follows:
@2005A _ 4@8133A _ (() 3071 + 0.3)s = 0.6071s.
Since in this exercise the only modifiable variable congdas the TDS, it has to

be isolated in order to obtain its magnitude for the backlgyse Equation 2.5 shows the

isolated equation, then, the TDS for the backup relays suéatied.
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Figure 2.8: Characteristic curves for the relays 25, 45, and 51.

TDS = ) (2.5)
4 —+B
Isc
|:Ipickupi| N
I = 195 X 1.5 = 292 5A. I4 e = 195 x 1.5 = 456A.
td td

TDSZS = b s TDS45 = b ,

sn s+ 0.491] [%61_1 +0.491

[292.5A] [ 456A ]
TDSy5 = 0.6619. TDS,5 = 0.6634.

After selecting and calculating all the parameters, thernse-time curves can be
obtained by evaluating Equation 2.2 for different leveld,of Figure 2.8 shows the char-
acteristic curves of the relays 25, 45, and 51. The dot maesent the tripping time

for the coordination current.

The next step of the process would be the coordination a n@wopeelays, for

example the relay 12 as a backup protection and the 25 as eomair three-phase fault
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with the relay 52 open will be simulated and the current ofrtie@n and backup relays
obtained. A similar process will be followed and after soeeations the coordination
will be completed. It is important to recall that all the nedehave to operate without any
change on their configuration, i.e, the relay 25 with the saettngs has to be backup for

the relays 51 and 54, and also be backed up by the relays 12and 4

The last sentence leads to affirm that the coordination isemative process; if the
coordination between the pair conformed by the relays 122&nid not permissible, the
tripping time do not meet the expectations, or the obtaie¢ithgs cannot be permitted by
the relay, several protections must be readjusted. Funibrer, since almost all the relays
have certain linkages any change on one of them might afteers, consequently it is

likely that the protections engineer might has to restartwwhole process.

The previous calculations ensure the coordination of theysefor the commonly
used case, namelycdose-endnaximum fault with open end; however, a short circuit of
that magnitude occurs in less than the 5% of the fault casesa Ewvo-phase fault the
currents seen by the relays 51, 25, and 45 will be 4601, 15862841 Amperes. The
coordination errorli{c1p) is calculated by subtracting the desired time from the iabth
time (t°), namely the computed tripping time of the backup protegtas can be seen in
Equation 2.6. In order to obtain better coordination ressulfte error must be nonnegative
and as close as possible to zero. The tripping times of tlagsdbr the mentioned two-

phase faults as well as thi&.; are shown in Table 2.3.

Ecrr = t) — ti. (2.6)

As can be appreciated, the coordination error is negativerfe of the cases, mean-
ing that the relays will fail to coordinate for faults of thatagnitude. From this example
it can be concluded that even using the same kind of curvegdbrdination is not guar-
anteed for a whole interval of fault currents. This problsmdcentuated when the whole

coordination process is carried out for a whole system aubtd just a couple of pairs.

Another point to conclude from this section is the need ofgimuization algorithm

capable to deal with the coordination process. The complexithe “hand-made” calcu-
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Table 2.3: Tripping times and coordination errors for a two-phasetfaul

Relay ID
Result 51 25 45

t 0.374 0.813 0.646
Ectr - 0.138 -0.028

lations and the required iterations increase rapidly asyetem grows; several researches
have been dealing with this problem over the last thirty yedost of those works just
consider the TDS as a variable setting, the remaining onesiader also the pickup mul-
tiplier as another variable. Linear programming and héigrimethods have been used to

face the problem, as will be discussed in the following s&di

2.2 OVERCURRENT ANDDISTANCE RELAY
COORDINATION

Distance-relayg73—76] are one of the most used protections; this protegronciple is
widely implemented to protect transmission lines and ibismmmonly used when the over-
current relay is insensitive or it presents slow trippimges. The principle is based on the
relay response to the ratio of voltage to current, namelyrtipedancet the relay loca-
tion. Broadly speaking impedance may refer to resistareagtance, or both combined;
given that the impedance of transmission lines is direatbpprtional to their length —
and also fairly constant — distance-relays obtain their@aimce they operate according

to the distance between them and the fault location.

The operation principle of distance-relays can be eastgideed considering elec-
tromechanical elements. The principle is based in the ibguin between the positive
torque produced by current — pickup torque — and the negatiegproduced by voltage
— reset torque —. During normal operation the voltage toig@geater than pickup one,
maintaining the relay unaltered; although, as a resultoftstircuit events the current and

consequently the pickup torque increases whilst the veltal reset torque will decrease
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or remain the same, causing the protection to trigger. M#&gkpthe control-spring effect,

the torque equation is given by:
T = KiI* — K,V?, (2.7)

where K; and K, are the currentlf and voltage V) springs constants usirigagndV as
root media square magnitudes. The equilibrium point is ttgedhat defines the moment
when the relay is about to operate; in this situation bottues are equivalent as described
by Equation 2.8. Isolating the ratio betwe®nand I from this equation, the constant

impedance value that defines the protection tripping zodefised by Equation 2.9.

K\ = K,V? (2.8)
1% [K,
= 7 == 2.9
7 e (2.9)

The tripping characteristic that indicates the trippind aon tripping zones consid-
ering the voltage and current is shown in Figure 2.9(a). Meee Figure 2.9(b) shows
a more common and useful characteristic known as impedan&e>6o diagram The
impedance is represented by a vector with magnitude anceras whenever the vec-
tor lies inside of the circle the protection trigger. The Edjpnce design operates in the
four quadrants, encouraging the need of an additionaltitiresd element to discriminate
between fault locations; this design is now out of use andoleas replaced for different

characteristics.

The Mho characteristic — depicted in Figure 2.9(c) — overcomes thgeidance
one limitations by moving the position of the circle and mikaass through the origin.
This design is directional without the need of additionapiementations. Moreover an
inductive load current is known for lagging voltage rougfrym 0° to 3C°, heavy loads
might move the impedance vector towards the origin and bdiftked as faults; mho char-
acteristic reduces sensitivity to possible load currentsiacreases it for currents lagging
from 60° to 85 degrees. There are different designs applicable to distsations for
example the offset mho and the lens characteristics iitesdrin Figures 2.9(d) and 2.9(e);

those examples among others can be further reviewed infégreneed books and articles.
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Figure 2.9: Examples of different distance-relay characteristics.

Distance-relay provides protection for the line where itosated and can be ad-
justed to function as backup for adjacent lines or remoté@ex The adjust consists in
defining up to three definite time tripping steps known asqutidbn zones. The first zone
is set to protect around 80% of the main line, the second orst pratect the rest of the
first line and at least 20% of the adjacent one, lastly thelthine protects the remaining
percentage of the adjacent line and sometimes up to 30% eé&ttuend adjacent line; each

zone has its own tripping time that will be referredtas t,», andt,s.

Figure 2.10 illustrates the three zones of protection; € mRho diagram with the
three operating circles of the relay 12 is shown in Figur®@@)lLwhile the line coverage
of each relay and their zones can be seen in Figure 2.10(k)diféctional relays coordi-
nation problem seeks to define the percentage of the lineged\ay each protection zone
as well as the tripping time of the second and third zonessidening that no intentional

delay is assigned to the first one.
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Figure 2.10: Distance-relay coordination.

The coordination process increases its complexity in lfEakpplications where
multiple adjacent lines with different lengths and bilaleyeneration are common factors.
The line lengths will cause the second zone to under or oxelnréhe desired coverage
— depending on which line percentage is used to compute ttendezone distance —
while the infeed effect will cause the protection to detatirapedance greater than the

real, underreaching the fault and causing an increasqarggime.

A possible solution to this among other problems consisthénredundancy pro-
vided by the implementation of different protection prpleis like pilot and overcurrent
protection; nevertheless the coordination complexityeases even more when a protec-
tion principle has to be coordinated with different ones.e Tbllowing paragraphs will

describe the general coordination process between destarttcovercurrent relays.

The coordination between different protection princigh@s become an important
topic explored by different researchers in recent years il discussed in Section
1.2.2. Since the protection principles combination insesathe problem variables and

restrictions, the coordination problem complexity grows.

Figure 2.11 represent a radial system with mixed distand@waarcurrent protection
principles; distance-relay 23 backups OCR 34 and it is bdhakdby OCR 12. The attained
case presents six critical points that need to be coordiratebtaining a time gap equal

or greater than th€TT; each point is represented with letters A to F.
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Figure 2.11: Coordination points in distance and overcurrent relaysdioation.

The first and third zones do not represent a mayor challemge shey just have
one critical point located in the close-end and far-end tpmss of lines 2—-3 and 3-4;
although the second zone presents two coordination poiititseaich of the overcurrent
relays. All six restrictions have to be added to the onesegnmtesl in the OCR-OCR and

distance-distance-relay coordination.

2.3 OPTIMIZATION METHODS

Some of the common definitions of optimization include: tokenaomething as good
or perfect as possible, to look for the better way to carryaugctivity, or to find the
best solution candidate among a given population. The bastimplies that there can be
other solutions with less qualifications.variableis a symbol that represents an unknown

number, asolutionis conformed by one variable or a set of them.

Depending on the faced problem, variables can be allowesk®just certain mag-
nitudes; these limitations are called systesstrictions A solution that overcomes the
systems restrictions is calléelasible An Objective FunctiofOF) identifies the aptitudes
that a solution has to have in order to be considered beter dthers, it can also con-
template penalties for solutions that infringe the systestrictions. Thesearch spacée
the region where all possible solutions can be found, thelf&region comprehends all

possible feasible solutions [82—84].



CHAPTER 2. BACKGROUND 34

Local Global
Optima Optimum

X

Figure 2.12: Global and local optimal solutions. The global optimum is test solution of the
entire search space while local optima are the best of theiosndings.

If the goal of the problem is to find the minimum value of a fuant the OF is
commonly known agostfunction; on the other hand, for problems where the objectiv
is maximizing a function value, the OF is also calf@gdessfunction. The result that an

individual obtains after being evaluated by the objectiugction is known as Fitnes$)(

A feasible solution that satisfies the objective functiod amnimizes — or maxi-
mizes — it is calledoptimal A global optimumis a solution that is better than — or at
least as good as — any other feasible solution of the probieoneover, docal optimum
is a solution that is better or equal to the solution obtalmettis neighborsor the elements
located in the surroundings of the search space. An exanfipbea and global optima
concepts is illustrated in Figure 2.12. The size of the $espace plays an important role
on the difficulty of finding a local or global optimal solutipit grows if more variables

are considered or if their sampling interval is modified.

Optimization does not necessarily imply perfection. Animai solution can be
found for a determined system and yet, not be perfect. Systéth restrictions based on
time minimization, thresholds, and tolerances may senexamples of this affirmation.
Nonlinear optimization problems may have several locafyiroal solutions;heuristic
and gradient based methods converge to one of these comifigigrand the user should
be aware that this may or may not be a global optimum solufb@spite this, there may
exist some scenarios where it can be assured that the laoalup is in fact a global one,

for example in concave or convex optimization problems.
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Combinatorial optimizatioi85—87] consists in finding the best solution among all
feasible ones considering a finite set of candidates. This &f problems are considered
complex because their search space is commonly big. Petf@psost common and im-
portant problem on this field is the Traveling Salesman roidB8], roughly its objective

is to find the shortest tour through a given set of cities.

As stated in Chapter 1, in the the simplest case of the pre¢edevices coordi-
nation problem a configuration of discrete settings is camghand selected within a
predefined selection range, the above description allows#b this problem as a case of
combinatorial optimization. The total of possible comlioas increases exponentially in
accordance with the total variables considered as adjlestatiings, the sampling interval
of those settings, and the total of relays or system sizegkponential growing is known
as combinatorial explosiorj89]. Brute-force searchmethods seek to perform either a
systematic or random search among all possible solutiasan exhaustive search; this
approach or related ones should not be implemented wherothrdination problem is

treated, the reasons are discussed in the following pahagra

Supposing a small ten relays system that is going to be auatieti considering just
one adjustable setting with five possible values or samples.total generated combina-
tions would be equal t6'° — 9,765,625 combinations —. The size of this search space
should not be a problem for current computers and the solutight be obtained per-
forming an exhaustive search. Nevertheless if five adjlstdttings are considered, the

total combinations is given by Equation 2.10:

T. = (sa X 8B X 8p X 8p,, X STpS) ", (2.10)
where:
T. = Total combinations,
s = Total samples of each parameter,
T, = Totalrelays.

In order to get closer to the problem treated on this thesesafiljustable settings are used

in the next example. Considering from one up to ten relayssasdming that each setting
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Table 2.4: Combinatorial explosion in a protection system.

Tr Tc tsim Tr TC tsim

1 3.13E+03 923 fs|| 6 9.31E+20 7.64 hours

2 9.77E+06 288.41 ps| 7 291E+24 2.76 years

3 3.05e+10 901.28 ng| 8 9.09E+27 8.63 thousand years
4 954E+13 282 mg§g 9 2.84E+31 26.98 millionyears

5 2098E+17 88 s | 10 8.88E+34 84.33 hillionyears

can be adjusted to one value among five, Table 2.4 shows thbicatary explosion

produced in this problem. A computer performance can be unedsn Floating-point

Operations Per Second (FLOPS) [90]. At present, the Chifiashe-2 is the world’s

fastest supercomputer and can perform an average of 33186 [91, 92]; the time

that this supercomputer would take to perform those cdicula— if we assume that the
full system coordination consists in just one floating pa@peration — is shown on the
third column of Table 2.4.

Let us put these numbers into perspective; first, considersa hrea that is equal
to five times the pitch size of the Wembley Stadium — 2058 square meterg 5 —,
then each possible solution is represented with a Lego t@ktical to the one illustrated
in Figure 2.13(a). Each brick is aligned to cover the congpleise area and the bricks
are joined to build layers. The Burj Khalifa is currently ttadlest building in the world
with 828 meters of height and roughly 100 meters of base derre if we consider a
round area —. The surface used in our example would be 4.®&tihe base area of this
building and still, considering just four relays, a 1053rB6ters tower could be build as
illustrated in Figure 2.13(b). The Tianhe-2 supercompigeo fast that performing an
exhaustive search, it would theoretically take just 2.8Riseiconds to find the best brick

in our Lego building.

The computer performance is still fast when five relays ansic®red, but from that
point the combinatorial explosion starts to become an itgpdfactor. The length of the
tower combining six relays would be equal to 12.68 roundsttgpthe moon, an exhaus-

tive search for a system with this search space dimensiotdWast almost eight hours.
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(a) Dimensions of a Lego brick. (b) Lego tower compared with the Burj Khalifa.

Figure 2.13: A tower taller than the Burj Khalifa can be build if each s@utis represented with
a Lego brick.

Programming the same methodology adding just one more vedayd be equivalent to
a search space length equal to 107.46 round trips to the sltharcomputer would take

almost three years to obtain a result.

Unreachable computing times are obtained after this pdii;computation time
would be greater than eight thousand years and the toweahleqgal to 10.62 light-years
considering just eight relays, five adjustable settings, fare samples per setting. The
simulation time if 10 relays are considered would be greidten 18 times the age of the

planet earth.

The importance of this analysis grows if we consider thregsfal) a small power
system, for example the IEEE 9-bus test system has up to éptwtection relays [93];
2) the protection system relays settings are commonly densil continuous, or at least
with a smaller sampling interval, and 3) the conventionahpater used in this thesis
has 8.0 GB of RAM and an Intel Core i7 3537U 2GHz processorughdo perform an
average of 63 GFLOPS [94], and consequently being half aamilimes slower than
the supercomputer used in the example. The size of the sepede of this problem
tend to infinite proportions, in consequence the protestemgineer should avoid using

brute-force or similar methods to solve it.
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Heuristicsare methods adapted to solve an specific problem reducingotheu-
tational effort while increasing thexplorationof the search space [95]; in contrast with
analytical methods, rather than exact solutions they giéed enough results in a reason-
ably small time. Moreovemetaheuristicare heuristic methods oriented to solve general
problems, or those that do not have an specific algorithm aristec capable to solve
them [96]. Metaheuristics have grown in popularity overltst years because they offer

good approximations to complex problems and are quite easgdpt.

The provided information about the complexity of this perhblhelps to aim to the
implementation of this kind of methods in order to solve itittWthe objective of locating
optimal regions, metaheuristics can be implemented toyaeadnd explore the search
space in the shortest amount of time. Once this regions arafeexact methods might
offer goodexploitationof those regions. On the following subsections, the optatign

methods implemented to solve the problem on this thesis@rg go be described.

2.3.1 (QLcuULUSs-BASED OPTIMIZATION METHODS

Calculus-based optimization schemes are perhaps the rapstgp optimization tech-
niques [97], and these methods are the elementary fomominear programmingThe
general idea is to search for local optima by finding extrepmhts obtained when the

derivative of the analyzed function is equal to zero.

Nonlinear Programming (NLP) [98-101] is a mathematical-Beldl defined as the
process of solving an optimization problem where eitheraibjective function or one of
the constraints are nonlinear. A function or system is m&ai when the superposition
principle is not satisfied, i.e., its output is not directlpportional to its input, the effects
of the input factors is not completely additive, and the padanforming the system cannot

be reassembled obtaining the same output [102].

Nonlinear programming can be compriseddmnstrainedandunconstrainegrob-

lems. While unconstrained optimization does not requirddbmitate the magnitudes
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of the parameters to optimize, constrained problems derttars® settings to possess a

desired characteristic, dealing with equality and inedyiabnstraints.

The search algorithms used in NLP can be roughly classifteddinect and indirect
search algorithms. The direct algorithms depend only omobjective function and does
not take into account its partial derivatives. This methagpgly to single-variable func-
tions; successive search points are iteratively detemnwith the goal of narrowing the
interval of uncertaintyi.e., the zone that it is known to contain the optimal solupoint,
until the termination condition is met. On the other hand,itidirect algorithms are based
on matrices of the first (Jacobian) and often second (Hesdenvatives or gradients of
the objective function. The basic idea of indirect methad®igenerate a route following

the direction of the function gradient until it becomes nud3, 104].

Nonlinear programming methods have limited informationwtithe problem and
still are effective to find extremal points of the evaluateddtion; the current solution
point, the value of the objective function at the currentpahe results of the constraints,
and the jacobian and hessian matrices are sufficient intoyme determine if the actual
solution is a minimum or maximum point [83]. Neverthelessliess the evaluated func-
tion has only one solution, it is not possible to know if thex@ better local optimum or

if the method found the global one.

As can be deducted, NLP methods are highly dependant onitta solution, con-
sequently different inputs may converge to different Sohg, something that it is not
completely desirable when it comes to optimize. This situeils caused by the method-
ology followed by this kind of algorithms, where the funetigradient is tracked in order

to ascend or descend towards an optimal solution.

In addition to these complications, unlike linear programgproblems, the optimal
point is not necessarily located in an extreme point, butit be on the boundary of
the feasible region or in an interior point as depicted inuFég2.14. Furthermore, the
problem constraints might lead to a discontinuous solwpmace, increasing the difficulty

of finding a feasible initial solution [97, 105].
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Figure 2.14: An optimal solution for a nonlinear system may be located) iareextreme point, b)
a non extreme boundary, or ¢) an interior point. The searabesmight present discontinuities (d)
caused by the restrictions.

The dependence of computing the gradient in order to difextsearch path can
achieve optimal results on a local scale, for relativelydaproblems with a small amount
of variables and boundaries, these methods can be the hst;dut for systems involv-
ing complex search spaces that contain multiple peaks awdmtinuities this approach
may face different drawbacks. The construction of a feasibtial solution may be a hard
work, the algorithm might has to try several random initiairs or even use a different
approach in order to get a feasible point and start the cgewee process. Given that an
initial guess is found, there is no guarantee that this peietven close to the absolute
best solution, consequently more random points have todtedeén order to achieve a
solution that might not be as good as expected. This probkambe faced by using an
exhaustive search, an option that is clearly not a good ormwhlving the coordination
problem. Another important requirement that cannot be ywalfilled is the existence

of derivatives, a medullar part of some of these methodekgi

Robustnesss a significant asset of every optimization method. When@moza-
tion technique is applied to solve a problem and obtain tlsgelé settings, configuration,
or any result required by a given scientific research, intalstpplication, et cetera, it is
important to test and then to inform how well this methodglagght perform in case of
different initial conditions, restrictions, dimensiogbaracteristics, and any other features

that lead to a dissimilar system.

The last two paragraphs help to conclude that, even whernpirégrm well obtain-

ing the optimal settings within the surrounding neighbaxhocalculus-based optimiza-
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tion methods are not capable to provide robust search foe ®mmplex systems [84, 97].
Newton’s-based methods and sequential quadratic progmagnconcepts are described

on the following paragraphs.

2.3.2 NEWTON' S-BASED METHODS

Newton’s method is a numerical analysis method used to fireljaence of approxima-
tions to the zeros of a function. Given an initial guegdor a real differentiable function
f and its first derivativef’, a better approximation of the function root is given by Equa
tion 2.11. This process is followed until a root is found. A@mple of Newton’s method
considering a one-dimensional function and three itenatie shown in Figure 2.15. The
point where the tangent of the initial solution crosses thigziontal axis is considered as
second point; the process is repeated until a stoppingieritemet;

Tr1 = Ty — ;/%Z?) . (211)

In unconstrained optimization, Newton’s method is an tieeamethod oriented to
find the roots of a twice differentiable function. The getieead method consists of cre-
ating a sequence of solutions,| that converges towards a local maximum or minimum
(z*) by using the vector of partial derivative¥ {(z) in Equation 2.13) and the inverse

of its Hessian matrix? f (x)) — matrix of second-order partial derivatives in Equation

f(z)

Figure 2.15: Example of Newton'’s method.
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2.14 —. The method is defined in Equation 2.12. The iteratreegss is repeated until

f(zn41) is sufficiently close to a root of the functiof{x):

tir = 70— [V ()] V(). 2.12)
dy (07(x) _0fx) . 0f(x)
Vf(x) e < o + o, +...+ o) (2.13)
[ 0% f 0P f Pf ]
Oz? 0110y ~ Ox0x:y,
, 0 f 0 f 0 f
Vif(z,) = 0y — | Ox90:y oz: 7 Owy0x, | (2.14)
O : : - :
I,
| 02,02, Ox, 01y 012 |

Newton’s method is known for obtaining excellent resultdacal convergence if
the initial approximation is close enough to the optimalrealThe need for twice differ-
entiable functions allows this method to change the stepaizeach iteration, obtaining
rapid convergence for some cases and consequently penipbatter than other methods;
nevertheless, the computation of the Hessian is not pessibsome scenarios, it can also
be expensive to compute, and the result of the iteration defimed when this matrix is

singular.

An alternative that can reduce the computational effordpoed by computing the
partial derivatives on each iteration is que quasi-Newt@ihmd. This method can be
used even when the Jacobian or Hessian are not availableeor tivhy are expensive or
difficult to compute. The general idea of this methods cdas$ applying successive
approximations — defined in Equation 2.15 — of the inversénefliessian matrixig,,)
to improve the convergence process. TBie matrix is recursively computed using for
example the approach proposed by Broyden [106]:

(yn - Bn—lsn) T
|sn | "

Yn = Vf(l’n) - vf(xn—1>> (2.16)
Sp = Ty — Tp_1- (2.17)

B, = B, ,+ (2.15)
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2.3.3 FQUENTIAL QUADRATIC PROGRAMMING

Sequential Quadratic Programming (SQP) [107-110] — pregdsy Wilson [111] in
1963 — can be seen as a general form of Newton’s method. SQ&vbh® to become
one of the most effective and successful methods for the roaheolution of nonlinear
constrained optimization problems, it generates seqaiest@ps from the initial point by
minimizing quadratic subproblems. The simplest form of Sdrithm uses a quadratic
approximation (Equation 2.18) subject to linearized caists to replace the objective
function.
qn(d) =V f(x,)7d + %dTV§x£(xn, An)d, (2.18)

whered is the difference between two successive points. The hessarix of the la-
grangian function is denoted by?_L(z,, \,); an approximation of this matrix is per-
formed on each iteration using a quasi-Newton method. Tlaegic approximation of

the Lagrange function (Equation 2.19) is the base of thelproliormulation.

L(zn, M) = fz) + Z Nigi(). (2.19)

Given a nonlinear programming problem:

minimizef (z)
subjectté(z) <0, (2.20)
c(x) =0.

Simplifying the general nonlinear problem, a quadraticpsablem is obtained by
linearizing the nonlinar restrictions, the subprobleme$inked as follows:
minimize Vf(z,)7d + %dTHnd
subject to Vb(x,)T + b(x,) < 0, (2.21)
Ve(z,)T + e(x,) = 0,
whereH,, is the BFGS (Broyden—Fletcher—Goldfarb—Shanno) appration of the hes-

sian matrix of the lagrangian function computation, reediby the quadratic program

and updated on each iteration. The approximakipns computed by:
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ynyy  HIsTs,H

Hn+1 = Hn + y;rLSn - S;I:LHnSn 9 (222)
Yn = ViLl(xpi1, \n) — VL(T,, A\y), (2.23)
= |V @) + YA Vginin)| = V() + Y AVgi(ea)] 2:24)
i=1 i=1
Sn = Tpi1 — Tp- (2.25)

The Hessian is recommended to be maintained positive byrgegps,, positive on
each actualization by initializing the method with a pagit,,. If H,, is not positivey,,

is modified until this requirement is achieved.

2.3.4 MNATURE-INSPIRED ANDEVOLUTIONARY COMPUTATION

Nature-inspired algorithms [112—-114] are problem-sauiechniques that emulate pro-
cesses observed in different parts of the physical univeEsslutionary Computation
[115-118] is a computer science area that refers to opttinizaechniques involving
evolutionary terms or Darwinian [119] principles such agrogluction, mutation, com-
petition, selection, struggle for survival, et cetera. Ti&in idea is that given an initial
population, the natural selection will lead to the survinfhe fittest, causing an improve-

ment of the population fitness over the generations.

Natural selection is a powerful heuristic, stochasticalteand error competition
where the environment is previously defined and the samevalirales apply to every
individual. Their chances of survival and leave legacy amaased in accordance with
their quality or fitness, which depends on their adaptatlwhity Each individual config-
uration orgenomecan be slightly or significantly different from another,fging system
diversification. For example, some individuals can be béitmters while others can be
adapted to survive just with the leftovers; both of them rglirvive, giving plurality to
the next generation. The wild world is challenging and thet lasset of a fit individual is
adaptation; in order to preserve the existence of it spetliesndividuals have to adjust

their performance based on the feedback received from theoement.
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Sometimes the classic deterministic optimization techesqcannot satisfy the non-
linear, non-differentiable, or other unconventional opsation problems — especially in
search spaces surrounded by local minima —, but this kindadflpms have been solved
pretty well by nature [115]. As said before, optimizatioredmot imply perfection, never-
theless nature inspiration algorithms can find resultssatsfy the problem requirements

in a reasonable time.

Heuristic algorithms sacrifice the guarantee of obtainigtpdal optimum but they
can boast of robust adaptation characteristics. The natsp&red algorithms can be
adapted to successfully solve an endless variety of prabiewolving planning, schedul-
ing, designing, modeling, simulating or setting almost &md of activity or problem.
Several researchers, developers, and students of diffiesearch fields prefer to imple-
ment an already proven and robust evolutionary or natwsghied algorithm rather than
spending time and effort on the design of an specific softw@wkefor any new problem

they face.

Roughly, the natural selection process or evolution cygikustrated in Figure 2.16
and described as follows: On each generation, the besidudils have more possibilities
of being chosen to be either mutated, reproduced, or batlirig to a new set of candi-
dates or offspring. An example of the so callgehetic operatorss depicted in Figure
2.17. Considering functions of randomness or uncertauyally the average quality
of the next generation is improved. This process is repeat¢itione or more stopping
criteria is reached; for example, the simulations can bpp&d when a desired goal is
obtained, a limit of time or generations is exceeded, or&f ¢bnvergence slope is not

descending significantly.

The first attempt of emulating natural behavior in order tplement optimization
algorithms goes back to long time before the computersestaotbecome a common fac-
tor. In 1948 Alan Touring proposedgenetical searclil120, 121] as a mean to configure
his unorganized machine$ie stated that the complex brain-like networks used tam trai

the machines to perform particular tasks can be well appezhtrom the evolution and
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Initial Final
Population Population

Figure 2.16: The cycle of evolution.

Parents Offspring

D

Crossover point

Offspring

(a) Initialization. (b) Reproduction. (c) Mutation.

Figure 2.17: The concept of a genetic algorithm.

genetics point of view. It was until the 1960s when John H.l&ta introduced thege-
netic algorithmg122-124], a metaheuristic method that is going to be deedrin the
following section. Simultaneously, Lawrence J. Fogel e{H:5-127] proposed thevo-
lutionary programmingin this method, adaptive mutation is the maenetic operator
while reproduction or crossover is mostly discarded. Thagpny competes with their

parents and the fittest elements are selected to survive.

Later, Rechenberg and Schwefel [128—-133] developeé\ubhition strategieshis
method uses both crossover and a self-adapted strategyraheters mutation [134].
The fourth strong evolutionary algorithm is a machine l@agrtechnique that considers
elitism, crossover, mutation, and architecture-alteopgrations; theenetic program-

mingmethod was presented by John Koza [135-138].
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(&) The initial population igb) The food source position {&) The swarm travels and con-
spread with random velocities.communicated. verge to the food source.

Figure 2.18: The concept of particle-swarm optimization.

This algorithm has produced human-competitive resultségeral instances and its
field of implementation is growing [137, 138]. In the 1990sstket of methods started
to be considered as subareas of a major field named evolgtioomputation [117]. In
addition, thedifferential-evolutionalgorithm [139-143] is another evolutionary compu-
tation, stochastic, and population-based strategy thatimteoduced years later than the
other algorithms; it has been proven that it is a good styatagable of solving problems

over a continuous space [144].

There is some other nature-inspired algorithms that arpawtof the evolutionary
computation, nevertheless they keep some similaritidsaridrmulation, objective, cate-
gory, and of course in the inspiration source. Plaeticle-swarm optimizatiofil45-147]
is a powerful technique which demonstrates robustnesdue several problems in differ-
ent research areas [148]. The PSO keeps many similarit@snparison with a genetic
algorithm, but the main difference is that every solutios ha assigned velocity, so it is

capable to travel over the search space.

Another method related to swarms is known asAhé Colony Optimizatio(ACO)
algorithm [149-152]. Introduced in 1992 by Dorigo [153] astof his PhD thesis, it is
a method that emulates the behavior of an ant-colony whdkihg for food, pheromone
is left in by the ants in different places until an optimizeadipfrom the anthill to the food

source is found.
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(a) Some ants find food sourceh) Pheromone paths are left (o) The shortest path to the best
accordance with the food qualitfjood source is followed.

Figure 2.19: The concept of ant-colony optimization.

In addition, there is a relatively new metaheuristic altjon namednvasive-weed
optimizationmethod [154—-157]. The strategy is based in a high exploratidghe search

space by performing different mutation operators.

Some of the optimization algorithms introduced in the poesgi paragraphs have
been adapted to solve overcurrent and distance-relaydioation problems. The genetic
algorithms and the invasive-weed optimization method aeguo solve the problem in

this thesis, consequently they are going to be describednara detailed manner.

2.3.5 (ENETIC ALGORITHMS

Genetic algorithms [82, 124, 158] are iterative, populati@sed metaheuristics devel-
oped in the 1960s by John Holland, his students, and cole=agGA are based on the
natural selection theory proposed in parallel [159] by Darj&19] and Wallace [160] in
the late 1850s. This methods are part of the evolutionarypctation and were developed
to solve optimization problems and to study the self-adaptaf molecules in biological
processes; by combinirdjrectedandstochasticsearches, they obtain a balance between

the exploration and the exploitation of the search spacg][16
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Initial
Population

Final
Population

Mutation

Figure 2.20: Genetic algorithms methodology.

The methodology followed by the GA is depicted in Figure 2@ each step
is briefly described next. At first, the population is randgmgénerated usingniform
distribution; each member of the population is callédromosoméC,). Conformed by
genesor settings for all the system variables, chromosomes andidates to obtain a
complete system solution. The population size commonlyareshunaltered during the
simulation. Individuals are evaluated according to theotdye function on each iteration
or generatiorwith the objective of identifying the fittest elements, whiwill have better

chances to survive.

The next step is a matter of life and death; it consists ofctielg the chromosomes
that will be used to leave offspring and consequently ddiogrsome elements of the
population. Several schemes may be implemented to carrth@uprocess [162, 163].
Truncationselects the first elements according to their fithess @andrnamenselection

is based on the competition of a set of chromosomes.

In this thesisstochastic universal samplirgndroulette-wheekelection are imple-
mented. Both methods consist on sorting the chromosomastfie fittest to the least
adapted; the individuals are then mapped to contiguous aegncomputed using Equa-
tion 2.26, these portions can considiémess-basedr ranking-basedapproaches. While

the universal sampling selects by placing equally spacatigrs over the line of ranked
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chromosomes, the roulette-wheel spins to select eachtpdfigyure 2.21 depicts an ex-

ample of both methods.
x;

Pp=_" (2.26)
1 N )
Ej:l Ly
where:
P, = Portion of the roulette assigned to the chromoseme
x = Fitness or ranking value of the chromosome,
N = Total of chromosomes.

Suppose a rough example where wireless sensors have tadneadictally deployed
in a mountain — as illustrated in Figure 2.22 — with the aim ofform a network and
report hazardous situations by communicating the comgitedgronmental information.
The position of the sensors and the distance between thensegdeby the objective func-
tion. Considering a four chromosomes population, the ssggéitness results of each one
are displayed in the second column of Table 2.5 and the teypetrtion assigned by the
fithess-based option on the third. There might be geneatierspecially the initial ones
— where the fittest element is much better than the othershisrekample the best ele-
ment would cover the 70% of the roulette-wheel. This sitirathay cause the population
of selected parents to be dominated by this element, regticendiversity and increasing

the possibility of premature convergence.

The second option is to designate a value equal to the ineétbe chromosome’s
ranking position; this action increases the selection ipdsies of the least adapted and
brings population diversity. Another benefit of this apptoé that the ranking values and
consequently the roulette portions can be defined sinceabmhing of the simulation,
avoiding further calculations on each generation and reduthe computational effort.

The roulette portions are also illustrated in Figure 2.21.

The offspring is generated through the implementatiogesfetic operatorsrepro-
duction orcrossover mutation andelitismare the most common ones. Crossover is the

main genetic operator. Two or more selected parents ar@nagachosen to interchange
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Table 2.5: Roulette-wheel portion based on fitness and ranking aphesac

C, Fitness Roulette portion Ranking Value Roulette portion
1 z-1 6% 3 1 48%

2 2z+1 15% 2 1/2 24%

3 22+3z 70% 4 1/3 16%

4 x+2 9% 1 1/4 12%

70% M
15% M
9% M
6%

Roulette Universal
selection sampling

(a) Fitness-based roulette selection.  (b) Ranking-based universal sampling.

Figure 2.21: Roulette-wheel and universal sampling selection methodusa fitness or ranked-
based approaches.

their genes considering one or more crossover points aseaedn in Figures 2.17(b)
and 2.22(b). The objective of mutation is to bring diversitghe population by randomly
changing one or more genes of the selected chromosome (gee$P.17(c) and 2.22(c)).
Almost all the new chromosomes are derived from crossovemall percentage comes
from mutated elements, and occasionally an even smalléiopas conformed by elite
parents, i.e., the fittest elements of the previous gemerafihe aim of elitism is to en-
sure that the solution will not worsen over the generatidrie operator’s probability of

occurrence sums up to one:
P(C) + P(M) + P(E) = 1. (2.27)

In order to explore the search space, genetic algorithims $tee simulation randomizing
the initial population, the crossover operator helps bgrrttanging the fittest elements
genes while the mutation one introduces diversity; as timegions pass the algorithm

detects optimal zones and exploit their neighborhoods.
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° .
™N

(a) The sensors are automatically deployed.

Parents Offspring Parent

(b) Crossover is applied to selected parents. (c) Mutation operator is applied.

Figure 2.22: Genetic algorithm example. The deployment position of l@8g sensors oriented to
report hazardous situations is optimized.

Genetic algorithms methodology is highly conformed by @nded elements as
the selected parents, the percentage of reproductions atadioms, the crossover points,
among others. The influence of these elements excludes Hsgopity to guarantee the
obtention of an optimal solution; it is even possible to abtéifferent solutions on every
simulation. Over and above these disadvantages, the ineplation of these algorithms

present diverse benefits:

e The implementation of genetic algorithms is straightfaidvand does not require

deep mathematical basis.

e GA are robust and flexible to be adapted to different problérhgy may not obtain

optimal solutions, but in some cases close is enough.

e They can be adapted to solve different objective functidiving any kind of

restrictions.

e This algorithms explore the search space before it is ebquiplightening the com-

putational effort.
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Figure 2.23: Invasive-weed optimization methodology.

2.3.6 INVASIVE-WEED OPTIMIZATION

Weeds are plants with vigorous invasive habits that comyngnaw on undesirable places;
these kind of plants tend to invade crops in order to find arsbddwater resources and
nutrients to keep growing and reproduce, becoming a thiatudt to eliminate [164].

Weeds have survived tillage and herbicides, they cannoulbe dradicated and keep

spreading and mutating stronger.

This description depicts a robust, stubborn, and self @dtptenvironmental adver-
sities system, properties that can be harnessed by an agtion method. Invasive-weed
optimization is a numerical stochastic metaheuristic thiamics the behavior of coloniz-
ing weeds; it was proposed by Mehrabian and Lucas [154] 6 2@€h the objective of
emulating the successful persistence of these plants.VWRerhethodology is illustrated
in Figure 2.23.

The initial steps are similar to a GA implementation, a polgssystem solution is
known asweedand the weed population is randomly created and then eealuakhe
members of the population are allowed to leaveseedsS) depending on their own and

on the highest and lowest population fitness as describedjbgtion 2.28.
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1= Suin | (s — Py D220 | (2.28)
where:
S; = Total seeds of the weed
[Smin, Smax] = Range of allowed seeds,
F, = Fitness of weed,
[Fmin, Fmax] = Minimum and maximum population fitness.

Once the total seeds of each weed is defined the main chastctef this method
is the introduced; the seeds are subject to invasive-weetatps based on mutation
schemes, they are callsgreading dispersing androlling-down; these operators — de-
scribed below — are responsible of the seeds dissemina&tia| to the exploration and
exploitation of the search space. Each operator is assigitech probability of occur-
rence:

P(S) + P(D) + P(R) = 1. (2.29)

Spreading This algorithm consists of disseminating the seed by rargloreating a new
individual. On this work multiple mutations are applied és$ than the half of the
content of the current seed; by this mean the seed is spreisglseme part of it is

conserved. An example of this operator is illustrated iruFeg2.24(a).

Dispersing The second algorithm is depicted in Figure 2.24(b), aimsdpeatse the seed
to a place close to the original plant. The procedure cansistomputing a degree
of difference and multiply it by the seed. The distance iglgedly reduced as the
simulation advance. In addition to this approach, a secaspedsion method that
consists in mutating a small part — less than the 20 percent theasseed content

is implemented on this work.

Rolling-down The aim of the last algorithm is moving the seed to a betteatlon. This

method evaluates the weed neighborhood and just leavesdldafsa better place
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(a) Spreading operator. Seeds €ve Dispersing operator. Seeds are dis-
spread all over the area. persed in the weed neighborhood.

(c) Rolling-down operator. Seeds are
spread and dispersed until a best solu-
tion is found.

Figure 2.24: Invasive-weed optimization operators.

is found. The neighborhood is described as places locataddattance equal to
one transformation of the current plant. The implementatibthis proposal cre-
ates copies of the current seed and apply random mutatlemuatated copies are
evaluated and this process is repeated until a copy imptbeeseed fithess. The
improved seeds and the ones with close but different saoisitase kept while the

others are dismissed. The rolling-down algorithm is shawigure 2.24(c).

The emulation of invasive-weeds behavior has been widelg@ed by the scien-
tific community, this methodology has solved different gesbs as shown in references
[154-157, 165], among others. Spreading operator exptheesearch space, dispersion
one exploits the weed location, and the rolling-down corabithese methods to improve
the actual solution. Altogether the invasive-weed opesgbermit a rapid exploration and
exploitation of the search space. Similar to GA, IWO is alsoetaheuristic that cannot
assure the obtention of optimal values or convergence teahe solution on each simu-
lation. The implementation of this method presents the daenefits that were mentioned
for GA. In addition, mutation-based operators create netings instead of performing

crossover operations, requiring less computational effor
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PROPOSEDSOLUTION

The previous chapter described the general methodologgré ooptimization methods
that have been used to solve the coordination process. iihaf #inis chapter is to describe
the implementation of the algorithms used in this thesi® difiginal algorithms have been
modified with the objective of adapting them to the coordoraproblem; nevertheless,
slight changes can be made to the presented methodologieteinto apply them to solve

different assignments.

As described in our hypothesis, the use of non-standardizense-time curves
would reduce the tripping time for currents different thhe maximum and consequently
improve the coordination process. The overcurrent reldyging time for different levels
of short-circuit current is computed using Equation 2.2isTdguation is conformed by
five settings and the input current. The main distinctiverabiristic of this work is
the consideration of the five equation settings as adjustalbtaining non-standardized

inverse-time curves.

The present chapter is divided into five sections, the firstdiscusses the followed
methodology, the next one describes the mathematical nobttet coordination problem
while the following sections describe the implementatibsemjuential quadratic program-
ming, genetic algorithms, and invasive-weed optimizatmsolve the overcurrent relay

coordination problem.

56
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3.1 METHODOLOGY

The information provided by the previous chapter and cosddin Tables 1.1 and 1.2 is
useful to highlight that the overcurrent and distancey®tzoordination problem is a high
impact problem among the protections engineering commuiits a problem that has
maintained its importance and stayed current for more thaty tyears, being studied by

diverse research groups around the globe.

The problem has been faced through the implementation @frsvoptimization
algorithms; the first efforts were focused in the implem#ataof exact algorithms as
linear and nonlinear programming, capable of obtainingnegltcoordination solutions.
Nevertheless the trends over the years seem to have tunvaditthe implementation of
heuristic and metaheuristic methods capable to overcomexact methods limitations

with the — maybe negligible — drawback of not guaranteeingptimal solution.

Genetic Algorithms are proven to perform well as denoted iffgrént included
references, considering that the main objective of thisithis not the proposal of a new
optimization method we decided to use GA just as a tool thaeignaven good and robust

performance and permits the computation of a large amoumptrhization variables.

Furthermore, as a secondary objective it was decided toeimght the relatively
recently developed invasive-weed optimization algorittenause it has not been reported
to solve the coordination problem. In addition, the implatagon of exact algorithms is
explored and the sequential quadratic programming metlastselected since it has been

recognized as the state of the art in nonlinear programming.

Related works consider standardized inverse-time cumdsaanaximum of three
settings — or group of settings when the characteristic €usvalso a variable — as
adjustable. We have not encountered any existing litezatuwhich five adjustable set-
tings of the OCR are used to obtain the inverse-time curveoti#ar point to emphasize

is the fault points location used to carry out the coordoraprocess, some works take
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into account either close-end and/or far-end faults buit ttemsideration in the objective

function is not clearly defined.

In this thesis we propose to coordinate OCR considering twidtlaree different lev-
els of short-circuit current and five adjustable settinggaming non-standardized inverse-
time curves. The proposed objective function considers -th different weighing —
close-end three-phase and far-end two-phase faults agefronordination currents while
a third magnitude between those is also taken into accountder to prevent possible

miscoordination in the central part of the inverse-timevesr

The proposal is justified by the fact that presently, somemenial relays —
through software tools [166] — already allow the user to define OCR parameters
instead of simply selecting among the standardized oneg.[However, the considera-
tion of more adjustable settings increase the search sppoaentially and consequently
the problem complexity, demanding bigger computationfdrefand better algorithmic

implementation.

Regarding the coordination of distance and overcurreayselthe aim of all related
works consist on coordination all the distance and oveecunrelays while this proposal
have a different approach; it seeks to coordinate the ouwencurelays and then allocate
distance ones in places where the OCR are not sensitiveouimgrthe system reliability,

reducing the costs of redundancy, and proposing a diff@@ordination concept.

The followed methodology consists of a deep understandiryeo coordination
problem and optimization algorithms in order to model, adapd implement them to
being solved through computational simulation. The nestsghs the experimental design
and results obtention, coming to an end with the resultaidson, conclusions obtention,

and further work proposition.
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3.2 MATHEMATICAL MODEL

The general and implemented model, as well as the genetasiue-weed, and sequential

guadratic programming algorithms are described in thefahg paragraphs.

3.2.1 HRROPOSEDGENERAL MODEL

Let f andg denote respectively the tripping time of a main and a backegpanirrent relay
for determined short-circuitaf and load §) currents, whileh is the difference between

those two magnitudes.

f(x) = x—; + 22| x 2, (3.1)
L |:b1:x5:| -1
yl
9y) = | ———— +v*| <y, (3.2)
]
h(z,y) =g(y) — f(z), (3.3)

. T T T
a= (amm : ama"> )X = (xl,xz,x3,x4,x5) Y= (yl,yQ,yg,y”‘,yS) 'y CxeR.

Equation 3.4 shows a simplification of the proposed modetHeroptimization of

the overcurrent relay coordination problem.

L — fi(xi) —~ 9;(y)) — h;(x;,y))
minimize a; - —l—ﬁ;T—i—ng, (3.4)
subjectto  2* 4*> 0.5, (3.5)
x° "> 1.4, (3.6)

Ya : h> 0.3, (3.7)
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wherem andn are the total relays and the total coordination pairs in yiséesn whilex, 3,

~ are given weighting factors for each one of the objectivde first two restrictions are
given by conceptual limitations of the overcurrent relagg§1169]; whilez* keeps the
TDS greater than a standardized magnitude that emulatesctidn of the electrome-
chanical relayg® aims to ensure that the protection would operate for ampagitudes
greater than 1.4 times the load current . Both restricti@ave lupper limits but, since their
magnitude is directly proportional to the tripping timeetalgorithm seeks to set them
as low as possible, therefore those limits are not listettimmmhodel. The last one is the
coordination restriction, it establish that for a given gk@rcuit magnitude the tripping
time difference between the backup and main relays have grdager than or equal to

the coordination time interval.

3.2.2 MODEL ENHANCEMENTS

Thex!, 22, andz? variables, corresponding to the B, andp parameters, are theoretically
capable of accepting any assigned magnitude; neverthbisssssumption might lead to
undesired curve shapes, i.e., curves that do not preseirvtrse-time characteristic of
the overcurrent relays. Furthermore, a more important beaw is the increase of the

search space size.

Relays tripping time is augmented if the magnitude of the t@&maining variables
(z* andz®) increases, therefore if bigger values that will not briegéfits to the problem
solution are discarded the search space may be reducededqtemdly, boundaries are
placed to delimitate the selection of each of the five vaesblThe sets of boundaries
are going to be called selection ranges and will be discuss#tke following chapters.
Moreover the restrictioh > 0.3 — responsible of relays coordination — is changed for

penalty functions. The CTl is included in Equation 3.8 toaftke Equation 3.3:

h(z,y) = g(y) — f(z) — CTL (3.8)

Positive magnitudes df indicate slower operation and negative ones lack of coatuin.
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The first is acceptable while the last is not; in addition, dke of penalty functions may
lead to undesired compensations between both kind of ern®irsce lack of coordina-
tion should be avoided, those cases are harshly penalizetiltiplying the exponential
of their backup tripping time and coordination error by a ggnfactor €) as shown in
Equations 3.9 and 3.10. Meanwhile penalized versions afippgrrors are equal to their

original magnitudes, i.eh; <0 <= g; =g Ah; = hl;h; <0 =

p prm—

9j
o= elhil x e (3.10)

J

€% X e, (3.9)

The objective function is still conformed by the operationds of the main relays, byt
andh; are substituted by their penalized versions. In additiovergthat the apparition
of negative errors is how an option, the total of miscoortiores (I',,,.) is considered as
presented in Equation 3.11:

yj Z 0%, Yy) y” (3.11)

o . . Tmc
nimize ——
minimize —% +a Z

The coordination problem has a multi-objective naturectimaputations considered
as part of the objective function are desired charactesisif the protection system. In
essence, each relay has to provide fast fault clearancésfanain protection zone and

backup protection for the adjacent lines.

An optimal solution would be constituted by zero miscooatiions and the lowest
tripping times; nevertheless, both attributes are oppaseticonform aPareto frontier
[170], obtained when an attribute cannot be improved witlvearsen another. Similar
to other problems that involve time reduction, an optimaduson is not as useful and

practical as a solution that obtain low enough times in amealsle simulation time.

As stated before, this thesis seeks to improve coordindtiodifferent levels of
short-circuit current, consequently the optimizationgass is carried out simultaneously
considering short-circuit magnitudes caused by two aneetiphase solid faults located
respectively in the far and close-end bus of each main rétayh magnitudes are con-

sidered as coordination boundaries; since the use of nodatdized inverse-time curves
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might lead to undesirable curve shapes, a thirdhagnitude equal to the average of both
previous values is also used. As a consequence the cooodinsiperformed consider-
ing three levels of short-circuit current, computing tinaesl evaluating Equation 3.11 for

each one of them.

The protection system has to ensure coordination for a manxiiy. level, therefore
the objective function result for other levels will be catesied with smaller weights. The
constants, x, andr serve as weighting constants for the different short-dinciagni-
tudes. The complete fitness function is then defined as thetire weighted OF results

for minimum OF,,), intermediate QF;), and maximum@F),) short-circuit levels:

OF =1 x OF,, + k x OF; + 7 x OFy. (3.12)

3.3 OVERCURRENTRELAY COORDINATION

The following subsections will describes the GA, IWO, andPRS&laptations and im-
plementations of the directional overcurrent relay camation problem considering five
adjustable settings. The general methodologies of thgeeitdims were presented in the

Chapter 2.

Previous calculations have to be performed and given aspart to the following
methods. Thé,;..., iS computed using Equation 2.1, therefore it is necessargtin the
Li,aqa Via a load-flow analysis; the fault currents are also compttieough the implemen-
tation of a fault analysis [171]; faults in intermediate qisiare calculated by considering

the moving fault method for either balanced [172] and uniiegd [173] faults.

3.3.1 (CENETICALGORITHM

The population of the genetic algorithm is conformed by ameomes, eac@i, contain
adjustable settings for the total overcurrent reléys.( Supposing three AS and a five

relays system, the size of ea€h would be[15 x 1]. The population siz&; is given
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by the total considered chromosomé&g;(); the previous example for a population size
equal to 20 represent a population matidXH,) of [15 x 20], containing a total of 300
genes. The arrangement of the population matrix is predent&quation 3.13 where

each column represents a chromosome and each row a relagsett

TDS—.; TDSi_s ... TDSl_TCX
TDSt, .y TDSt, 2 ... TDSTY_TCX
Pml—l Pm1—2 s Pml—Tcx
PmTr—l PmTr—2 PmTr—TcX
Ay A Al—Tcx
Pc, = : : : . (3.13)

At Ap ATr—Tc
Bi1 Bi_ BI—TCX
Br,—1 Br,—2 BTr—TCx
P11 Pi1-2 P1-Tc,
P1,—1 PT.—2 e PT,—Tc,

The initial population is created generating uniformlytdizited random numbers,
each number must be located within each setting boundaiesordination pair is con-
formed by a main relay and its backup; relays may be part & it coordination pairs

either as main or backup protection.

The tripping times of all main and backup relays are computgdg Equation 2.2,
then the coordination errors are obtained with Equation thd negative errors are pe-
nalized through Equations 3.9 and 3.10 and thereupon atinobsomes are evaluated

considering the objective function presented in Equatidi 3

The selection process is carried out either with stochasticersal sampling or



CHAPTER 3. PROPOSED SOLUTION 64

Table 3.1: Selection probability and repeated selections of someagokromosomes.

Roulette-wheel selection probabilities

Ranking 1 2 3 4 5 10 20 30 40 50 75 100
Probability (%) 19.27 9.63 6.42 4.81 385 192 0.96 064 0.48 0.38 0.9519

Universal sampling repeated selections

Ranking 1 2 3 4 5 10 11 12

o
~
©
©

Selections 20 9 6 5 4 3 3 2 2 2 2 2

roulette-wheel selection methods using the ranking-bapptbach, as described in Chap-
ter 2. For a population size of 100 chromosomes — if the rtedeteel is applied — the
probability of selection of th€’, positioned in different ranks is shown in the first part of
Table 3.1. On the other hand, considering a population sidetatal selected elements
equal to 100, the total of repeated selections of the firstveveanked chromosomes is

shown.

The first twelve ranked elements of a 10Q population conforms the 60% of the
individuals selected by the universal sampling method.pipearance the roulette-wheel
selection would be more diversified, aiming to test this ag#ion a simple experiment
is conducted. The experiment consists in simulating théettaswheel method 100,000

times to determine the population percentage occupieddfyrt twelve ranked elements.

The results are illustrated as a box-whiskers plot in Filile The mean result
is 59.83% while the median is 60%, almost equal to the unalesampling result. Both
methods offer different advantages, while the obtentiomofe diversification is a strong
of the roulette-wheel, the universal sampling offers lesapgutational effort by previously

defining the selected ranks.

The next step in GA is the conformation of the next generatiarthe genetic oper-
ators. Almost all the new generation is obtained throughctbhesover operator. A single
point crossover methodology is implemented in this worlghegroup of settings is di-

vided into two blocks, the division point is randomly setveeén the 25% and 75% of



CHAPTER 3. PROPOSED SOLUTION 65

80F i
5 _E
@70-
265¢
g 60F
[}

5 55F
~ 50t

40r

Figure 3.1: Population percentage conformed by the first twelve elesaent
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Figure 3.2: Crossover operator interchange relay settings of the tectesl parents.

the total system relays. All the corresponding relays sgstiare interchanged to prevent

loosing information. An example of the crossover methodyplis depicted in Figure 3.2.

The reproduction is followed by mutation operator. The otie of this step is to
diversify the population with the introduction of randonitsey changes. In this work a
small part of the population — commonly 5% — is mutated; nthedess a mechanism
that monitors the slope of the convergence increase thdimutate up to 40% if the slope
remains horizontal after iterations. Elite mutations,sisting on exclusive modifications
to the fittest elements, are also performed. The last paheopopulation is formed with
elite parents, the fittest elements survive through the rgéinas with the objective of

ensuring that the result will not get worse over the simalati

Around the 90% of the new generation is conformed by crogssofspring, the
remaining 10% is divided into mutation, elite mutation, aglide parents. Diverse per-

centages and mutation rates have been tested, resultsewplidsented in the following
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chapters. The described process is repeated until a stpppteria is met. The most

common criterium is the reach of the total iteratiof's) (

3.3.2 INVASIVE-WEED OPTIMIZATION

The initial steps of the invasive-weed optimization metlaoel equivalent to the genetic
algorithm ones. The individuals are called weeds, the westixris randomly generated,
the tripping times and coordination errors are computedgudie same equations and the

considered objective function is Equation 3.11 for différehort-circuit levels.

The distinctive stages of IWO begin after the evaluatiop;stee weeds are sorted
according to their fithes$) and each one is allowed to leave seeds in accordance to their

ranking as illustrated in Figure 3.3.

Aefs

Yed oda o &

S Nl

Figure 3.3: Weeds are assigned with a number of seeds in accordanceheitttiitness.

A seed is a clone of the actual weed that will be subjected ttation operators.

The total seedslI{s) assigned to each weed are computed using Equation 3.14.

SrM - Srm

T = Sim F, — F; ,
s + |( ) X F. T,

(3.14)
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whereS,,, andS,y; are the minimum and maximum quantity of possible weétgsand
F,, are the fitness values of the best and worst elementd;asdhe fithess of the actual
individual. There may be some scenarios were the fithesseoivtirst element results

infinite, so a predefined magnitude is considereH.as

Spreading, dispersing, and rolling weed operators aretosglore and exploit the
search space in order to find better results. Each assigeddssubjected to one of the
three operators randomly chosen. The implementation ohade operators is described

in the following paragraphs.

The objective of the spreading operator is to create a nemt pksed on the current
seed. The implementation consists in mutating up to 50%eo$#ed content. The second
operator’s objective is to disperse the seed in the suriogneighborhoods of the weed;
on this thesis the dispersion methodology faces two stagedjrst one undergoes the
seed to small perturbations by multiplying every settingabmaximum variation oft

1%. The second stage mutates up to 20% of the seed elements.

The last operator creates copies of the current seed anddnenines the first two
mechanisms to disperse and spread the actual seed; thepriscepeated until a better
solution is found or the seed copies are exhausted. Theiowfarcentage, the perturba-
tion magnitude, and the settings to mutate are randomlgtsele Examples of the three

operators can be seen in Figure 3.4.

The fitness of the current weeds and mutated seeds are sndéde: fittest ele-
ments are selected to conform the new population. The meéghoitialized from the seed
assignment step and this procedure is iteratively repeattithe only stopping criterium

considered for this implementation — the reach of totahitiensT; — is met.
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dial | dial, )  (1.008 dial, )  (1.007
dial, | dial,,| 10.999 dial,,| 10.993
dial, dial,,| |1.005 dial,,| |1.003
dial , | dial | [0-994 dial,,| [0-998
dial, dial;,| (5999 dial| oo
P“‘1-1 Pml»Q 0.992 Pml—Q 0.993
P‘“Q_l sz,g 0.994 PmQ,Q 1.004
Pu,, Py, 10.999 Pl [0.997
Pu, Pu,| |1.001 Pl ]1.005
P, P, .| |1.003 _ | Pu| [Loo4
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2 21 A 1005 2 A {1002
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b b 1.009 b 0.996
. b 0.991 b 0.993
21 22 1.009 22 1.007
Py, Py, 1.010 Py, 1.001
Py, Py, 1.001 Py, 1.008
P, P, 0.997 P, 0.995

Figure 3.4: Spreading and dispersing operators mutate respectively 60% and 20% of seed

elements. Rolling-down combines both and selects an inggrovutation.

3.3.3 FQUENTIAL QUADRATIC PROGRAMMING

As mentioned in Chapter 2, due to the search space dimenamhslso the required
computation of Jacobian and Hessian matrices, the impleten of nonlinear methods
may not be the best option to solve the problem addressedsithisis. However, these

methods are useful when good initial approximations areigeal.

The sequential quadratic programming methods are theditéte art in nonlinear
programming [107]; this method was implemented throughatti@ptation of thémin-
confunction [174] belonging to th®ptimization ToolboXx175, 176] of MATLAB [177].
The boundaries that define the feasible area help SQP to migkenied decisions on the
search directions and step lengths, therefore SQP can sdtea nonlinear constrained
faster than unconstrained problems. This fact supportekesibn of set boundaries to all

variables, stated in Section 3.2. On this thesis the SQPpkeapin different stages of
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the GA and IWO simulations; the results will be illustratedialiscussed in the following

chapters.

The quasi-Newton approximation of the Hessian of the Lagjeanfunction is cal-
culated using the BFGS method (see Equations 2.22 to 212&0; bn each iteration is
solved a problem of the form of Equation 2.21. The first staigihis process consists
in evaluating a feasible point — it is commonly required ttia$ point is user-provided
— while the second one creates a sequence of feasible paititshe stopping criteria
is met. The SQP implementation combines the constraint ajettive functions into a
merit function when a feasible solution for the next stepncarbe found. For more in-
formation about the MATLAB implementation of SQP, the Optiation Toolbox User’s
Guide [176] may be reviewed.

3.4 OVERCURRENT ANDDISTANCE RELAY

COORDINATION

Overcurrent protection principle face limitations regagdthe tripping times increase
for current magnitudes near the pickup setting. By usingstandardized inverse-time
curves inversion grades can be modified and some of thoseliaris may be overcome
while others can remain and cause miscoordinations. Iriiaddihere are some scenarios
wherel,. < I,qup and consequently the OCR is insensitive. Making an effodffier an
integrate solution for the OCR coordination problem, a radttogy that uses distance-
relays to substitute overcurrent ones for conflicted coatiton pairs is proposed. Three
kind of coordination pairs are expected, overcurrent asiraad backup (OC+OC), dis-
tance as main and OCR as backup (D+OC), and OCR as main aadaishas backup
(OC+D).

The methodology is adapted to be compatible with the alreladgribed implemen-

tation; a new term that considers distance-relay cooriinas included to the objective
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function as shown in Equation 3.15:

b
T 1) 7h7d m n O
me.f2g j=1 j=1 k=1

Thne = fi(x; — g;(y; A IR ° di (%5, Vi, Z
minimize T+a;f( ) +BZ@+727J( Y1) +5Z—k( b2 Yk Z)
(3.15)
where o represents the total distance-reldybeir penalization function, is a weighting
factor, andZ is a matrix containing the distance-relays tripping timedach one of the

three zones as shown in Equation 3.16, whegeis the total of distance-relays:

ta1-1 taie oo taiomg,
L R S T ) B oy
taz1-1 t1-2 . ta31o7e,
7 : S ; . (3.16)
targ -1 targ—2 - barg-Tc,
taory -1 ta2rg—2 oo ba2rg-Tc,
taary -1 twsTg—2 oo ba3Ty T,

A distance-relay is located to replace the operation of OtbBsdoes not pass the
sensitivity filter described by Equation 2.3. As describidxre may be some scenarios
where an OCR is insensitive for a specific coordination padr sensitive for others; con-
sequently the OCR is not completely removed, but its coattéhn requirements with the
appointed coordination pair are discarded. The implentep&nalization function for

distance and overcurrent relay coordination is presemt&djuation 3.17:

q D q

g (yl) del(xlv Yy, Zl)

di =) T Y (3.17)
=1 =1

whereq is the total coordination pairs that the current distaredayrconforms with over-
current relaysy is the tripping time of backup OCR, a®d is the coordination error when
distance and OCR are considered. As represented in Figltgdfter a distance-relay is
placed it might has to operate as backup of — and also be bagkbg — OCRs; each
of both cases present up to three critical points to be coatéd, a distance-relay may be

part of as many coordination pairs as adjacent lines aretodtst location.
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The tripping times of main and backup OCRs and the coordinadirors between
overcurrent and distance-relays on each one of the critimialts are computedCT1, is
the coordination time interval when distance-relays avelired, in this work that mag-
nitude is considered as 0.2 seconds. The coordination leetareen a main OCR and a
backup distance-relayi¢,) is computed using Equation 3.18 while Equation 3.19 is used

for the opposite casel(,,):

dey = Z— f(x)— CTl,, (3.18)
dey, = g(y)—2Z— CTl,. (3.19)

The total coordination error of distance and overcurrelayse (de) is conformed
by the penalized versions @k, andde,,. Negative errors are severely penalized while

positive ones remain unaltereth, > 0 <= ¢/ = g Ade] = dej;de; < 0 <=

g = €% Xe, (3.20)
de? = el x e, (3.21)

There may be some scenarios where distance-relays aredocaadjacent lines,
the following restrictions have to be fulfilled;s > t,, + CTIq A t,o > t,1 + CTly; since
this restriction is considered mandatory, no penaliza@oior is used but distance-relays

that do not meet it are discarded.
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EXPERIMENTS AND RESULTS

The coordination problem formulation is solved through timplementation of meta-

heuristic methods. Genetic algorithms and invasive-wgeitiozation methods are used
in this thesis; in addition, a sequential quadratic programg method is implemented
aiming to improve the convergence process. In this chapteexperimental results ob-

tained by the implemented routines are presented.

The first section contains present the preliminary simaoiesj whose results are
used as input by the optimization algorithms. The next eadttroduce the results of
the conducted experiments; those simulations were castiedith the objective of defin-
ing adequate tuning parameters for the optimization algms. The following sections
compare the results of the proposed implementation withsa base that considers two

parameters as adjustable settings.

The robustness of the proposed methodology is tested bingdlve coordination
problem for different power systems. The overcurrent relagrdination is obtained for
five test systems of 9, 14, 30, 57, and 118 buses in this thEsescomplete bus and line
data for each tested power system can be accessed from itet@ttreferences [81, 93].

The network configuration of the 14 and 30-bus systems is shoWwigures 4.1 and 4.2.

As stated in the previous chapters, initial calculationgeht be performed and
given as an input to the optimization methods. A flow analiscarried out to obtain the

load current, thereupon through a fault analysis the stiortit currents caused by two

72
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Figure 4.1: IEEE 14 Bus system one line diagram.

and three-phase faults located in the close-end, far-éfid,[and intermediate [172, 173]
locations — with an open end — are obtained. Both algorithrasraplemented from

scratch so they can be conveniently modified to analyzerdiitesystem conditions.

As an example, the results obtained from the fault and flovyarsfor the 14-bus
system are presented in Tables 4.1 and 4.2. Table 4.1 shewsl#lys identification in the
first column, this tag is conformed by the bus of origin anddbstination one, thereby a
relay located at bus 12 with the directional unit facing néds identified as relay 18.

The following columns display three levels of short circaitntemplated as coordination
current; in this work short-circuit currents caused by grbed faults are not considered in
order to avoid a ground impedance guess; consequentlyddalteand three-phase faults
are employed. A maximum fault’){) is contemplated as a three-phase fault located at
the close-end of the line, a minimum faulj is a two-phase fault located at the far-end

of the line, and an intermediate levél’j is the mean value of the previously mentioned
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Figure 4.2: IEEE 30 Bus system one line diagram.

faults. Initial experiments led us to conclude that the usthiee current magnitudes is
enough to maintain an adequate inversion grade and guartieteoordination for a curve

region, avoiding computation time exponential increase.

The objective of considering a third magnitude is to prevgatesirable curve shapes
between the two fault points caused by the use of five paramateadjustable settings.
Results that support this consideration will be presemteitheé following sections. The
two following columns present the short-circuit magnitwde three-phase fault located
at the middle and at the 80% of the line; these faults positare used to coordinate the
first and second distance-relay zones. Lastly,lthe seen by each relay is presented in

the seventh column.

Moreover, Table 4.2 shows the short-circuit current maglas seen by backup re-
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Table 4.1: IEEE 14-bus power system line loads and fault magnitudeas Isgenain relays.

Relay ID I Iz 13 150 150 Tioad
1.2 26007.569 39011.353 52015.138 46100.259 26147.841 T746.1
21 26444.397 61272.328 96100.259 65728.246  44475.525 T46.1
1.5 26277.266 39415.899 52554.532 11007.236 2722.286 370.34

51 2736.032 6871.634  11007.236  8137.377 5472.063  370.343
2:3 30273.780 45410.670 60547.560  4055.731 1042.450  359.025
32 1059.178 2557.455 4055.731 2993.495 2079.318  359.025
24 30220.038 45330.057 60440.076  8558.410 2346.393  275.616
4.2 2438.187 5498.298 8558.410 6194.338 4338.090  275.616
25 30147.926  45221.889 60295.852  9190.049 2517.758  204.407
5.2 2625.399 5907.724 9190.049 6594.868 4600.644  204.407
34 1263.774 2365.627 3467.481 2527.547 1386.148  115.902
4.3 3015.215 4522.822 6030.429 3467.481 1042.209  115.902
4.5 2229.999 3344.998 4459.998 4374.545 1677.872  306.289
54 2679.948 4019.922 5359.897 4374.545 1575.168  306.289
6-11 1043.612 1565.418 2087.224 1170.968 405.153 41.892
116 503.529 837.249 1170.968 1007.058 517.168 41.892
6-12 1201.050 1801.574 2402.099 986.418 386.821 40.291
12:6 457.217 721.817 986.418 914.434 532.327 40.291
6-13 1166.133 1749.199 2332.266 1148.625 466.472 94.671
136 581.747 872.620 1163.493 1148.625 593.113 94.671
910 1126.891 1690.336 2253.781 1042.078 341.577 30.624
109 402.119 722.099 1042.078 804.239 471.916 30.624
9-14 1189.273 1783.910 2378.546 994.479 322.850 48.276
149 373.165 683.822 994.479 746.329 466.991 48.276

1011 823.258 1234.887 1646.516 1143.684 417.605 21.937
1110 558.081 850.882 1143.684 1116.161 472.549 21.937
12.13 524.797 787.195 1049.593 954.148 472.524 9.026
1312 862.675 1294.012 1725.350 1050.721 383.444 9.026
1314 754.023 1131.034 1508.046 1050.721 383.444 29.983
1413 516.658 783.689 1050.721 1033.316 439.059 29.983

lays. The first and second columns allude the main and baakagsr that conform a
coordination pair while the following columns enlist the@nt seen by the backup after

a minimum, intermediate, and maximum fault occurrence.

Lastly, the sixth and seventh columns show the short-diteuel seen by the back-
ups considering a three-phase fault located in the middiieaar80% of the main line.
Similar data is obtained for each one of the test system®rtieiess that information is

not illustrated in this document.
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Table 4.2: IEEE 14-bus power system faults magnitudes seen by the paekays.

Main  Backup m Iin M 139 180
1.2 51 963.745 1285274 1606.804 1584.603  1543.236
2.1 32 1863.462 2058.167 2252.871 1918.684 1741.352
2.1 42 1960.285 2217.899 2475514 2126.375 1935.761
2.1 52 2002.632 2251.857 2501.083 2165.971 1979.492
15 21 1461.318 4217.126 6972.935 3861.454 2569.620
51 25 915267  1383.643 1852.019 1823.087 1780.008
51 45 1252.608 2436.588 3620.568 3473.633 1956.695
2:3 12 854.660 4045298 7235935 2610.213 1389.624
2:3 42 1012.024 1049.124 1086.224  855.128  796.874
2:3 52 903.381 1045404 1187.427 922.054  851.970
32 43 1003.620 1091.651 1179.681 1131.867 1090.469
2.4 12 741.773  3988.767 7235762 3821.354 2470.492
2:4 32 1008.136 1069.798 1131.460 967.233  878.793
2.4 52 1082.336 1170.883 1259.429 1045.983  919.334
4.2 34 636.808  1082.805 1528.802 1416.347  1199.001
4.2 54 838.997  1898.995 2958.993 2938.613 1902.474
2.5 12 1667.953 4451.785 7235.617 3926.226 2579.230
2.5 32 970.057  1109.543 1249.029 1077.861  985.151
2.5 42 1070.789  1224.015 1377.241  960.844  913.946
5.2 15 678.229  1136.421 1594.613 1521.932 1519.673
52 45 844.482  1940.160 3035.837 3013.785 1868.530
34 23 929.379  1091.828 1254.278 1245.081 1056.375
4.3 2.4 884.680 1331963 1779.245 1325712  962.366
4.3 54 777.839 1395295 2012.752 1326.611 1130.388
45 2.4 1371.712 1493.560 1615.407 1440.413 1205.588
4.5 34 1116.421 1222.669 1328.916 1082.419  984.009
5.4 15 1337.088 1469.538 1601.987 1307.273 1089.315
5.4 25 950.336  1355.606 1760.876 1454.445 1177.038
611 126 351.180  397.093  443.006  378.401  307.566
611 136 285.946  416.244  546.542  430.382  332.832
11.6 1011  324.620 386.869  449.118  436.784  384.702
612 116 289.486  382.604 475722  366.932  294.059
612 136 301.282  356.715 412148  337.290  272.606
126 1312 255426  305.030 354.633  347.017  325.699
613 116 276.994  383.946  490.898  408.444  337.647
613 126 313.704  320.680  327.655  309.858  271.656
136 1213  324.278 346270  368.262  347.711  330.717
136 1413  257.591  308.146  358.701  339.420  338.017
910 149 345400  386.852  428.304  324.703  255.323
109 1110  277.838  348.181 418525  367.204  355.268
9.14 109 304.497  452.682  600.867  394.800  288.059
149 1314  249.346  300.902  352.457  343.368  315.015
1011 910 325.348  476.241  627.134  477.437  367.404
1110 611 247.838  371.428 495018  448.812  370.818
1213 612 323.019  361.017 399.014 388514  361.646
1312 613 290.277  386.583  482.8900  431.886  381.981
1312 1413  311.048 338.338  365.628  314.595  268.393
1314 613 255256  406.670  558.084  431.835  373.730
1314 1213  295.784  355.856  415.928  368.264  301.566
1413 914 261.265  353.489 445713  387.745  386.620

76
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4.1 CONDUCTEDEXPERIMENTS

One of the advantages of metaheuristic methods is theirctgpaf being adapted to
solve several different problems, the parameters invaivede solution process must be
previously tuned in order to improve algorithm performaacel achieve better results.
The parameters to tune in the coordination process inchaleotal iterations, population
size, parameter selection range, weighting factors of tjective function as well as
those for the different levels of short-circuit curreni grobability of occurrence of each

genetic or weed operator, and the iteration number wher8@te is applied.

Initial experiments testing different configurations ofle@ne of the mentioned pa-
rameters were conducted considering the 9, 14, 30, 57, a8ddg systems [81, 93],
however after initial simulations the first system did natg@nt notorious variations be-
fore parameters modifications and consequently it was iisdafor this stage; further-
more since several parameters combinations are testethamctperiments are repeated,

the 57 and 118-bus systems are also discarded becauserdfigfesimulation time.

The tuning process is consequently carried out considén@d4 and 30-bus sys-
tems while the 9, 57, and 118-bus systems are included inrtaksimulations. Most of
the results shown on this section belong to the 14-bus sysitaoiations, nevertheless a
comparison between the results of both systems is useddct sgle of the cases as base

case in further experiments.

The first set of experiments aim to testB, andp parameters selection ranges;
the experiment consists in allowing the algorithm to seéagt intermediate magnitude
of each parameter for each relay. The boundaries of the étsbfsranges are defined
considering the minimum and maximum values of the three IB&Bdardized inverse-
time curves presented in Table 2.1. The following rangesoatained by combining
diverse boundaries that extent or reduce the base seleetiye. A total of 85 cases

illustrated in Table 4.3 are tested.
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Figure 4.3: Testing parameters selection ranges.

The significant results obtained by these experiments denag the 14-bus system
are illustrated in Figures 4.3(a) and 4.3(b). The first figgslrews the mean tripping time
of the maint,,, and backup,, relays as well as the coordination eritr; for minimum,
intermediate, and maximum short-circuit levels. Morepi#ggure 4.3(b) depicts the mis-
coordination percentage and the fitness obtained by eaehThs results of the following

experiments will be presented in a similar way.

Observation of the first experimental results allow us teertbat the algorithm is
obtaining adequate parameters to define the relay oper#imitripping times decrease as
the short-circuit levels increase, maintaining the relaysrse characteristic. The results

are worsen as the boundaries are extended, this is an edpestdt since the boundaries
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expansion enlarge the solution space size and conseqtiemfyoblem complexity. Bet-
ter results are obtained by those cases when B and p paranaeterestricted to small

magnitudes; cases three to eight obtained practicallyticbdmesults.

Similar outcome is obtained by the experiment conducteidening the 30-bus
power system — not shown —, where the best results are obtdipehe cases four
to seven. From now on case number five of the first set of exeatsnwill be used as
base case, it is important to remark the similarity of thisecavith the number one, the
parameters boundaries are just slightly extended whilampeater B is allowed to select

magnitudes equal to zero.

The objective of the second experiment is to test the objedtinction weighting
constantsy, 5, andy. On each case the sum of the constants is equal to one, teeients
are equal t021—0, and no constant is allowed to take a magnitude equal to zkrigal
simulations demonstrated the importancencénd 5, consequently these constants are
prevented to take values lesser than 0.25. Table 4.4 peeten61 cases tested in this

analysis.

The set of Figures 4.4 illustrate the results obtained bgétend experiment. Better
tripping times are obtained asis weighted heavily; this experiment enlightens that the
main relay tripping time reduction causes the backup to laavetter chance to adapt its
operation time in order to fulfill the coordination requirents, preventing penalizations
and consequently improving individual fitness. Since iaaied the best results for both

analyzed systems, case 48 will be used as base case.

The next variables to test are the total iterations and tipellation size. The total
iterations are varied from 300 to 1500 while the populati@e sakes values from 50 to
500. A total of thirty cases are analyzed in this experimadttae results can be observed
in Figure 4.5. Neglecting slight variations it can be saidttimcreasing both variables
leads to better algorithmic performance, a well defined esliopthe tripping times can
be seen in Figure 4.5(a). All cases eradicate the total ofgoislinations for the 14-bus

system while the objective function results present mirasiations.
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Figure 4.4: Testing objective function weighting factors.

The decision factor in this experiment is given by Figurgd)5where the simula-
tion time of each scenario for the 14 and 30-bus systems isrshibcan be appreciated
that the increase of both variables is directly proportidm#éhe simulation time. Since the
objective of this thesis is not online coordination, thisgosal is not time-aware; never-
theless given that each case is simulated at least five tintesewveral cases are analyzed,

a solution that obtains good results in a reasonable amdtint®@is considered as better.

The simulation time of case 30 is more than ten times greladéerih case 14, obtain-
ing a fitness reduction of almost 0.01 reflected in operatioe teductions in the order of
one to five cycles — considering a 60 Hertz frequency —. Thyping time reduction is

great and useful for the protection system, neverthelessithulation time increase is not
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justified for this stage. As a result of this analysis, 70€itiens and a population size of

100 elements, i.e. case 14, is going to be considered as asse

The following experiment consists of testing<, andr constants. The sum of the
three of them must be equal to one, no constant can be sett@nerthe increase between
samples is set tg%. Since the protection system must guarantee correct oqesaor
maximum faults; is set to be greater than the other constants in all casestalotdb2

scenarios are analyzed, the settings for each case are ghdaioie 4.6.

The experimental results are illustrated in Figure 4.6. As be noted in Figure
4.6(a) the tripping time for a maximum short circuit presermor variations while those
changes are accentuated for lower currents. Figure 4.&¢hpdstrates that the first cases
obtain better OF results, this behaviour is presented Isedhey are practically neglecting
the impact of coordination for currents lower than the maxim By reducing the impor-
tance of low currents, minor improvements are obtained faximum magnitudes, never-
theless one of the objectives of this thesis consists inag)ag the relay performance for
currents different than the maximum — which are more commaqin-eonsequence, for
this set of experiments the fithess obtained by the obje@tivetion evaluation is not a
complete indicator of better solutions. Case 35 achiewnmédiate results, reducing trip-
ping times for minimum and intermedialg and maintaining good results for maximum

currents, therefore it will be selected as base case in tlesviog experiments.

Metaheuristics improve the population fithess through thplémentation of ge-
netic or mutation operators; the spreading, dispersingd,rating-down operators are
used by the invasive-weed optimization method. The nexeexent seeks to test op-
erator’s probability of occurrence. Initial simulationrdenstrated that the rolling-down
operator influences the most in the final results, consetyuért set to be always greater
than the remaining two and it is not allowed to take valuesudb. The sum of the three
probabilities is equal to one on each case. A total of 52digteTable 4.7 are tested and

results are illustrated in Figure 4.7.

The increase in the rolling-down operator probability oE@ecence presents im-
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provements to the coordination problem. Since this ope@mbines the other two and
ensures a slope change in the algorithm convergence, sl ie expected. The coun-
terpart is that the simulation time increase caused by tieeadgr complexity. One of the
best fitness and tripping time results for both systems iainbtl by case 32, obtaining

also an intermediate simulation time, therefore this casséed as base case.

On previous chapters the complexity of the coordinatiorbf@mm was described;
the combinatorial explosion makes difficult or almost imgibke to find a solution using
only exact methods. One of the contributions of this thesteée implementation of a hy-
brid algorithm capable to combine a metaheuristic methdl anonlinear programming

algorithm.

The last experiment of this section is testing the sequienutiadratic programming
frequency of occurrence. The considerations of these arpats are that SQP can be run
from one to three times in a simulation. The nonlinear metsrlas initial variables the
settings of one and up to five randomly selected individuathe determined iteration.
The iteration occurrence of the 43 analyzed cases is pextemtTable 4.8, while the
results are illustrated in Figure 4.8. The first iterationgeditness results in the order
of millions, since SQP is sensitive to initial guesses, davergence is not achieved for
bad candidates; consequently, after initial simulatidmesfirst SQP occurrence is set to

iteration number eight.

The SQP implementation present minor improvements in tloedboation results;
nevertheless the simulation time is not harshly affecteddgresence. In consequence,

some of these cases will be used to compare results in tlosvialy section.

Similar tuning processes are carried out for the genetiordghgn implementation
and for the algorithm that coordinates overcurrent andadist-relays. For the sake of

simplicity, the experiments results are not illustratedtua document.
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Table 4.3: Tested cases varying sets of parameters selection ranges.

Case A B o] Case A B p
1 0.0515 28.2 0.114 0491 002 2 44 0.01 5 0 2 001 5
2 0.01 5 0 0.5 0.01 2| 45 001 10 O 2 001 5
3 0.01 10 0 0.5 0.01 2| 46 001 20 O 2 001 5
4 0.01 20 0 0.5 0.01 2| 47 001 30 O 2 001 5
5 0.01 30 0 0.5 0.01 2| 48 001 40 O 2 001 5
6 0.01 40 0 0.5 0.01 2| 49 001 50 O 2 001 5
7 0.01 50 0 0.5 0.01 2| 50 0.01 100 O 2 001 5
8 0.01 100 0 0.5 0.01 2| 51 0.01 5 0 5 001 5
9 0.01 5 0 1 0.01 2|| 52 001 10 O 5 001 5
10 0.01 10 0 1 0.01 2| 53 001 20 O 5 001 5
11 0.01 20 0 1 0.01 2| 54 001 30 O 5 001 5
12 0.01 30 0 1 0.01 2| 55 001 40 O 5 001 5
13 0.01 40 0 1 0.01 2| 56 001 50 O 5 001 5
14 0.01 50 0 1 0.01 2| 57 0.01 100 O 5 001 5
15 0.01 100 0 1 0.01 2| 58 0.01 5 0 05 001 10
16 0.01 5 0 2 0.01 2| 59 001 10 0 05 0.01 10
17 0.01 10 0 2 0.01 2| 60 001 20 0 05 001 10
18 0.01 20 0 2 0.01 2| 61 001 30 0 05 001 10
19 0.01 30 0 2 0.01 2| 62 001 40 0 05 0.01 10
20 0.01 40 0 2 0.01 2| 63 001 50 0 05 001 10
21 0.01 50 0 2 0.01 2| 64 001 100 O 05 001 10
22 0.01 100 0 2 0.01 2| 65 0.01 5 0 1 0.01 10
23 0.01 5 0 5 0.01 2| 66 001 10 O 1 0.01 10
24 0.01 10 0 5 0.01 2| 67 001 20 O 1 0.01 10
25 0.01 20 0 5 0.01 2| 68 001 30 O 1 0.01 10
26 0.01 30 0 5 0.01 2| 69 001 40 O 1 0.01 10
27 0.01 40 0 5 0.01 2| 70 001 50 O 1 0.01 10
28 0.01 50 0 5 001 2| 71 0.01 100 O 1 0.01 10
29 0.01 100 0 5 001 2| 72 0.01 5 0 2 0.01 10
30 0.01 5 0 0.5 0.01 4§l 73 001 10 O 2 0.01 10
31 0.01 10 0 0.5 001 §| 74 001 20 O 2 0.01 10
32 0.01 20 0 0.5 0.01 §| 75 001 30 O 2 0.01 10
33 0.01 30 0 0.5 0.01 §| 76 001 40 O 2 0.01 10
34 0.01 40 0 0.5 0.01 §| 77 001 50 O 2 0.01 10
35 0.01 50 0 0.5 0.01 §| 78 0.01 100 O 2 0.01 10
36 0.01 100 0 0.5 0.01 1§ 79 0.01 5 0 5 0.01 10
37 0.01 5 0 1 0.01 5| 80 001 10 O 5 0.01 10
38 0.01 10 0 1 0.01 5| 81 001 20 O 5 0.01 10
39 0.01 20 0 1 0.01 5| 82 001 30 O 5 0.01 10
40 0.01 30 0 1 0.01 5| 83 001 40 O 5 0.01 10
41 0.01 40 0 1 0.01 5| 84 001 50 O 5 0.01 10
42 0.01 50 0 1 0.01 5| 85 0.01 100 O 5 0.01 10
43 0.01 100 0 1 0.01 §
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Table 4.4: Tested cases varying objective-function weighting patarse

84

Case « B v Case « B 0 Case « B 0 Case « B v
1 025 07 005 14 03 045 025 27 04 045 0.15| 40 05 035 0.15
2 025 06 0415/ 15 03 04 03| 28 04 04 02| 41 05 03 02
3 025 055 02| 16 03 03 04|l 29 04 035 025 4 05 025 025
4 025 05 025/ 17 03 025 045| 30 04 03 03| 43 055 04 005
5 025 045 03| 18 035 06 005 31 04 025 035 4 055 035 0.1
6 025 04 035 19 035 055 0.1| 32 045 05 005| 45 055 03 0.15
7 025 035 04| 20 035 05 0415/ 33 045 045 01| 46 055 025 0.2
8 025 03 045 21 035 045 02| 34 045 04 015 47 06 0.35 005
9 025 025 05| 22 035 04 025 35 045 035 02| 4 06 03 0.1
10 03 065 005| 23 035 03 035/ 36 045 03 025 49 06 025 0.15
11 03 06 01| 24 035 025 04| 37 045 025 03| 50 065 03 0.05
12 03 055 015/| 25 04 055 005| 38 05 045 005| 51 07 025 0.05
13 03 05 02| 26 04 05 01|l 39 05 04 01
Table 4.5: Tested cases varying total iterations and population size.
Case T; Ps Case Tj Pg Case T Pg Case T; Pg Case T; Pg

1 300 50 7 500 50| 13 700 50| 19 1000 50| 25 1500 50

2 300 100|| 8 500 100| 14 700 100|| 20 1000 100|| 26 1500 100

3 300 200|| 9 500 200| 15 700 200|| 21 1000 200|| 27 1500 200

4 300 300|| 10 500 300| 16 700 300|| 22 1000 300|| 28 1500 300

5 300 400|| 11 500 400| 17 700 400|| 23 1000 400|| 29 1500 400

6 300 500|| 12 500 500| 18 700 500|| 24 1000 500|| 30 1500 500

Table 4.6: Tested cases varying short-circuit levels weighting fiescto
Case L K T Case L K T Case L K T Case L K T

1 005 005 09| 14 01 03 06| 27 02 015 065 40 03 015 0.55
2 005 01 085 15 01 035 055 28 02 02 06| 41 03 02 05
3 005 015 08| 16 01 04 05|l 29 02 025 055 4 03 025 045
4 005 02 075 17 015 005 08|l 30 02 03 05| 43 03 03 04
5 005 025 07| 18 015 01 075/ 31 02 035 045 44 035 005 06
6 005 03 065| 19 015 015 0.7| 32 025 005 07| 45 035 01 055
7 005 035 06| 20 015 02 065 33 025 015 06| 46 035 015 05
8 005 04 055 21 015 025 06|l 34 025 02 055 47 035 02 045
9 005 045 05| 22 015 03 055/ 35 025 025 05| 48 035 025 04
10 01 005 085 23 015 035 05| 36 025 03 045| 49 04 005 055
11 01 01 08| 24 015 04 045| 37 025 035 04| 50 04 01 05
12 01 015 075 25 02 005 075/ 38 03 005 065| 51 04 015 045
13 01 02 07| 26 02 01 07| 3 03 01 06| 52 045 005 05
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Figure 4.6: Testing short-circuit levels weighting factors.

Table 4.7: Probability of occurrence of tested operators.

Case P(S) P(D) P(R)| Case P(S) P{D) P(R)| Case P(S) P{D) P(R)| Case P(S) P{D) P(R)
1 0.05 0.05 0.9 14 0.1 0.3 0.6 27 0.2 015 0.65|| 40 0.3 015 055
2 0.05 0.1 0.85 15 0.1 0.35 0.55 28 0.2 0.2 0.6 41 0.3 0.2 0.5
3 0.05 0.15 0.8 16 0.1 0.4 0.5 29 0.2 025 0.55| 42 03 025 045
4 0.05 0.2 0.75 17 0.15 0.05 0.8 30 0.2 0.3 0.5 43 0.3 0.3 0.4
5 0.05 0.25 0.7 18 0.15 0.1 0.75 31 0.2 0.35 0.45 44 0.35 0.05 0.6
6 0.05 0.3 0.65(| 19 0.15 0.15 0.7 32 0.25 0.05 0.7 45 035 01 0.55
7 0.05 0.35 0.6 20 0.15 0.2 0.65 33 0.25 0.15 0.6 46 0.35 0.15 0.5
8 0.05 04 055| 21 0.15 0.25 0.6 34 025 02 0.55|| 47 035 0.2 0.45
9 0.05 0.45 0.5 22 0.15 0.3 0.55 35 0.25 0.25 0.5 48 0.35 0.25 0.4
10 0.1 005 0.85| 23 0.15 0.35 0.5 36 025 03 0.45|| 49 04 0.05 055
11 0.1 0.1 0.8 24 015 04 0.45|| 37 0.25 0.35 0.4 50 0.4 0.1 0.5
12 0.1 0.15 0.75 25 0.2 0.05 0.75 38 0.3 0.05 0.65 51 0.4 0.15 0.45
13 0.1 0.2 0.7 26 0.2 0.1 0.7 39 0.3 0.1 0.6 52 045 005 05
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Figure 4.7: Testing operators probability of occurrence.
Table 4.8: Tested sequential quadratic programming occurrence.
Case lteration|| Case Iteration|| Case lteration || Case Iteration || Case Iteration
1 10 8,32 19 32, 256 28 8,32,128| 37 16,128,256
2 8 11 8,128 20 32, 700 29  8,32,256| 38 16,128,700
3 16 12 8, 256 21 128,256 || 30 832,700 39 16,256,700
4 32 13 8, 700 22 128,700 || 31  8,128,256( 40 32,128,256
5 128 14 16, 32 23 256,700 || 32 8,128, 700| 41 32,128,700
6 256 15 16,128 || 24  8,16,32 || 33  8,256,700|| 42 32,256,700
7 700 16 16,256 || 25 8,16,128|| 34  16,32,128|| 43 128,256, 700
8 8,8 17 16,700 || 26  8,16,256| 35 16,32, 256
9 8, 16 18 32,128 || 27 8,16,700|| 36  16,32,700
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Figure 4.8: Testing the SQP implementation.
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4.2 OVERCURRENTRELAY COORDINATION RESULTS

The previous section illustrate the experiments carrigdroarder to tune the parameters
used by genetic algorithms and invasive-weed optimizatibt@anwhile this section aims
to compare the results obtained by the proposed methodatogymparison with four
different cases that exemplify the considerations folldWwg different researchers through

the last 30 years.

After experimental tuning, the magnitudes used by eachnpeter of both algo-
rithms are listed in Table 4.9. The table is divided in thresugs of parameters, the first
part comprehend columns one to three and enlists settimgsath used by an specific
algorithm. The probability of occurrence of IWO operata@siains unaltered during sim-
ulation, nevertheless the GA implementation is subjeaeidtérations in accordance with
the slope decrease; if the best fitness is not improved %‘t'&erations, the probabilities
P(C), P(M), and P(E) are respectively modified to 0.55, 00185 until the algorithm

escapes the local minima.

The second and third set of parameters indicates settimgsath shared by both
methods. Whilew, 3, v, ¢, k, andr are fixed, both algorithms are allowed to define
a continuous magnitude inside the defined boundaries for, RS A, B, and p. An
adequate selection of those adjustable settings may leadeiay coordination problem

solution.

Five coordination approaches are compared in this secfidre first case is the
proposed method, five parameters that conform the overduetay curve are considered
as adjustable settings and the objective function aims ieeae coordination and time
reduction for three different levels of short-circuit aemt. The first proposal is reached
by allowing the relays to select continuous curve settirega/ben a predefined boundaries
while the second one consists in weighting the objectivetion as indicated in Equation
3.11 in Chapter 3.
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Table 4.9: Selection ranges of each adjustable setting.

Boundaries
Parameter GA IWOQ|| Parameter Settingﬂ Parameter Minimum Maximum

T; 2000 700 a 0.60 TDS 0.50 5

Py 200 100 I6] 0.30 Pm 1.40 2
P(C) 0.85 - 5y 0.10 A 0.01 30
P(M) 0.10 - L 0.25 B 0 0.50
P(E) 0.05 - K 0.25 p 0.01 2
P(S) - 0.25 T 0.50
P(D) - 0.05
P(R) - 0.70

The remaining four cases are selected since they corresparanmon practices
conducted by researchers in all the related work cited irpteeious chapters, they seek
to achieve coordination while two — in cases three and five -é-three — in cases two
and four — inverse-time curve parameters are contemplatadjastable. The IEEE very
inverse-time curve is predefined for all relays in casesetlared five, while in cases two
and four each relay is allowed to choose one of the eight dypes presented in Table 2.1.
The selection of a curve type involves the unaltered useef th B, and p parameters.
Another difference is related to the objective function gieing factors, cases two and
three seek to achieve coordination for minimum and maximault turrents while cases
four and five pursuits the same objective considering jusiaimum level of short-circuit

current. The five cases parameters are resumed in Table 4.10.

The overcurrent relay coordination results for the 9, 14,50 and 118-bus sys-
tems obtained by the genetic algorithm are presented ireakil. Each one of the five
table sections belongs to each tested power system, seafendentical and only the
obtained results vary from one system to another. The fifmeissoordination percentage
(mc%), average main and backup tripping times, and coatidimarrors are the results to
be compared and they are illustrated in columns one and twerafion times and coor-
dination errors for different short-circuit magnitudes ahown individually while fithess

and miscoordination percentage represent the globalkresul
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Table 4.10: Selection ranges of each adjustable setting.

Case
Parameter 1 2 3 4 5

TDS [0.50 - 5]

P [1.4-2]
A [0.01-30] & 1960 & 19.60
B [0-050] 2 049 3  0.49
p [0.01-2] % 2 @ 2
. 025 025 025 000 0.00
K 025 000 0.00 000 0.00
- 050 075 075 1.00 1.00

Columns three to seven exhibit the results obtained by eaelobthe five cases.
Lastly, columns eight to eleven show in percentage the ingrment obtained by case one
in comparison with cases two to five. Negative magnitudefiasé¢ columns indicate a
case that obtained a better result. In addition, FigurelluStiates the same results in a

set bar plots for better appreciation.

The total coordination pairs of each test system is respygtil2, 50, 124, 220,
and 906; after the sensitivity filter the total pairs is regito 10, 47, 118, 206, and 884,
since three coordination points are considered for eaah thaise values are multiplied
by three to obtain the total coordination points of eacheystTherefore, if cases three
to five obtained a miscoordination percentage of 6.67 fotthleed-bus system, it means
that coordination is not achieved for two out of 30 coordimraipairs. GA achieves full
coordination for the small 9-bus power system, nevertlseales miscoordination percent-
age increase as the systems grow. This behavior is sharelll fime &ases and it is an

expected result considering the complexity increase.

The results of the first three systems are fully dominatedhayproposed case,
improvements from 7% to more than 90% are achieved. Sincentbeoordination per-
centage is improved or at least maintained equal in congramsth standardized cases,
the curves compatibilities are not compromised by usingantardized adjusts. The sit-

uation is different for more complex systems, some restitained by the standard cases
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are better than the proposed case; even considering trezgb/dntages the proposed case
fitness is better than the others, indicating that its oVegallt is the best among all sce-
narios. This statement can be better appreciated by obgahe 57 and 118-bus systems
results in Figure 4.9, some scenarios achieve less misicabiehs but they fail to obtain
fast tripping times for all short-circuit currents. The immpement average considering all

cases, measurements and systems is equal to 44.01%.

Results presented in Table 4.12 and illustrated in Figut® 4re obtained by the
implementation of the invasive-weed optimization methblaey are arranged in the same
order and contain the same information as previously aedl¢ZA results. An important
fact to highlightis that in these simulations all results faly dominated by the proposed
case, improvements from 1% to 96% are achieved, obtainimgarovement average for

all cases, measurements, and systems of 51.60%, 7% mor&fhanerage.

The total iterations is increased to 1000 and 1500 for then&i714.8-bus systems.
The proposed methodology achieves coordination for all gdi& in the 57-bus power
system with better tripping times for all short-circuit &%, the same performance is also
obtained for smaller systems. The standardized cases latismed better results in com-
parison with genetic algorithms. Furthermore, 118-bugesyss successfully coordinated
presenting just 0.44% of miscoordinations. This resulésautstanding considering the
magnitude, interconnection, and complexity of this powetem where 2718 pairs are
being coordinated and the relays function as backups fooigg¥en main relays. The

tripping times and coordination errors are also improvetheybase case.

The average convergence of both algorithms after 10 tenriexpetal repetitions,
solving the coordination for the 57-bus system is illugidain Figure 4.11, 700 IWO iter-
ations obtained similar results in comparison with 2000 @Aations. GA total iterations
were increased during some experiments in order to perfdoettar comparison, never-
theless the algorithm did not improved IWO solutions. TahlE3 compares the results
obtained by both algorithms, it can be noted that IWO impsalebut one measurements,

reducing total of miscoordinations as well as tripping tna@d coordination errors.
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Table 4.11: OCR coordination results obtained by GA.

Case Improvement
Results 1 2 3 4 5 2 3 4 5
f 0.10 0.18 0.56 0.21 0.56|| 42.14 81.79 52.49 81.87
mc% 0.00 0.00 6.67 6.67 6.67| / 100 100 100
tm 0.27 0.46 0.97 0.49 0.98/| 41.98 7272 46.04 72.93
I Ectr 0.64 0.89 5.30 1.56 5.30| 27.70 87.89 58.85 87.88 g
thu 121 1.65 6.42 2.27 6.42|| 26.63 81.18 46.84 81.19 §
tm 0.12 0.32 0.50 0.30 0.50|| 60.98 75.44 58.25 75.47 z
Iin  Ectr 0.18 0.30 2.06 0.42 2.06/| 37.89 91.04 55.95 91.05 é‘;:
thu 0.61 0.91 2.82 1.01 2.82|| 33.44 78.45 40.07 78.48
tm 0.09 0.26 0.38 0.23 0.38/| 67.64 77.80 63.62 77.78
M Eorr 0.03 0.12 1.07 0.18 1.08/| 76.84 97.33 84.22 97.34
thu 0.41 0.69 1.76 0.72 1.76|| 39.76 76.46 42.19 76.49
f 0.14 0.18 3.67 0.25 3.72M 21.84 96.24 44.69 96.30
mc% 2.13 213 1135 6.38 1348 0.00 81.25 66.67 84.21
tm 0.28 0.37 0.68 0.38 0.66|| 24.92 59.07 26.21 57.78
Im  Ectr 0.77 0.83 3.70 2.18 2.81| 7.33 79.15 64.60 72.60 é
thu 131 1.48 4.48 2.75 3.61| 1148 70.69 52.35 63.63| Z
tm 0.15 0.24 0.47 0.21 0.45/| 36.74 68.11 27.21 66.87| 4
in  Ecti 0.23 0.32 0.70 0.36 0.69|| 28.98 67.61 37.36 67.13 '3
thu 0.66 0.86 141 0.86 1.40/| 23.39 53.41 23.68 53.29|
tm 0.11 0.19 0.43 0.16 0.41)| 4220 73.78 28.71 72.73
M Ecr 0.10 0.17 0.35 0.15 0.31)| 39.34 70.55 33.05 67.40
thu 0.50 0.67 1.03 0.62 1.01| 2545 51.71 19.21 50.59
f 0.22 0.25 1.43 0.58 1.60[| 10.98 84.32 61.70 86.05
mc% 5.37 593 20.34 847 152%H 9.52 73.61  36.67 64.81
tm 0.43 0.50 0.87 0.59 0.88/| 13.43 50.48 27.03 50.88
I Ecti 0.78 0.81 1.77 1.45 1.59|| 3.49 55.74  45.93 50.61 pEg
thu 1.44 1.55 2.58 2.19 2.46|| 6.80 4400 33.91 41.27, %
tm 0.27 0.33 0.62 0.35 0.69|| 17.85 55.98 21.41 60.37| 4
in  Ecrr 0.33 0.41 1.00 0.60 0.61)| 20.43 67.21 4556  46.4Q g
thu 0.87 1.01 1.72 1.22 1.40|| 14.17 49.63 28.65 38.00| @
tm 0.22 0.27 0.57 0.27 0.65|| 18.42 60.99 18.44  65.52
M Ecrr 0.17 0.24 0.41 0.29 0.26|| 30.24 58.34 41.29 34.81
thu 0.67 0.80 1.10 0.86 1.02|| 1597 39.36 22.18 34.60
f 0.38 0.42 1.58 2.18 5.24/| 7.71 75.66 8240  92.66|
mc% 14.89 13.92 3544 1424 28.1f -6.98 5799 -4.55 47.13
tm 0.55 0.74 2.42 0.68 2.65/| 2480 77.06 18.90 79.06
I Ectr 1.09 177 6392 572 4.74| 38.13 98.29 80.91 76.93 pEg
thu 171 254 6494 6.45 5.56/| 32.67 97.37 73.47 69.23 %
tm 0.47 0.48 1.89 0.35 1.88/| 0.17 74.86 -33.97 7472 4
Iin  Ectr 0.34 0.64 0.50 0.73 0.39|| 47.04 3259 53.27 13.26 ,"i
thu 0.90 1.23 1.35 1.30 1.13|| 27.28 33.70 31.17 21.12| ¥
tm 0.44 0.41 1.76 0.28 1.75)| -9.07 74.69 -59.93 74.62
M Eorr 0.23 0.44 0.27 0.36 0.17|| 46.87 12.10 34.71 -40.6(
thu 0.75 0.98 1.03 0.88 0.90|| 22.75 27.05 14.73 16.25
f 0.62 0.66 5.61 1.99 3.57|| 6.26 88.99 68.88 82.70
mc% 26.58 24.81 33.14 2029 26.8{ -7.14 19.80 -31.04 0.84
tm 0.86 0.82 1.18 0.94 1.25)| -5.59  27.07 8.39 30.77)| g
I Ectr 2.09 3.27 3.85 21.84 452 3593 4556 9041 53.65 %
thu 2.79 4.03 467 21.84 536| 3087 40.36 87.24 48.03| &
tm 0.65 0.61 0.97 0.59 0.99| -7.68 3295 -11.21 33.93 é
o Ectr 0.77 1.08 0.77 1.27 0.66|| 28.73 -0.19 39.06 -16.39 o_b|
thu 1.37 1.72 1.53 1.85 1.47/| 20.58 10.65 25.98 6.84(
tm 0.59 0.54 0.93 0.49 0.94|| -10.22 36.32 -20.54 36.8Q
M Ecor 0.55 0.82 0.55 0.81 0.43/| 32.62 -1.09 31.67 -30.4
thu 112 141 1.29 1.35 1.22|| 20.44 1351 17.07 8.39
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Table 4.12: OCR coordination results obtained by IWO.

Case Improvement
Results
1 2 3 4 5 2 3 4 5
f 0.07 0.15 020 0.14 0.21| 5406 66.10 53.05 68.01
mc% 0 0 0 0 0 / / / /
tm 0.19 046 0.69 044 0.73| 59.66 72.99 57.77 745
Im  Eorr || 046 063 082 074 091| 26,74 4418 3812 49.49 §
thu 093 138 177 148 191| 3265 4733 3696 513 g
tm 008 032 042 029 042 7463 8052 7234 80.8§ o
In Ecr || 014 024 044 027 051 4214 68.66 4828 73.1 g
thu 052 0.85 114 0.85 1.23| 3957 5492 3940 58.1
tm 0.05 0.27 035 024 0.35| 80.63 85.05 78.45 85.04
IM Ecrp || 000 010 024 010 0.30] 9581 9832 96.01 98.6%
thu 035 0.66 0.88 0.63 0.94| 46.43 59.95 44.16 6257
f 010 013 030 0.14 0.29] 2462 6861 3041 67.39
mc% 0 0 4.26 0 2.13 / 100 / 100
tm 024 034 069 035 071 2942 6544 3231 6647 _
I Eorr || 042 059 136 086 155 2941 6911 5122 7290 &
thu 0.93 121 230 148 247| 22.86 59.46 36.98 62.16
tm 015 0.21 052 021 052| 3040 7157 29.21 7153 &
Iin  Ecpp || 017 025 050 030 053] 30.40 6556 4245 67.9 f
thu 061 075 129 080 1.32| 1860 5246 23.15 53.70
tm 0.12 0.18 049 0.17 048] 3094 7521 2832 74.97
M Ecgpr || 007 012 026 014 0.29| 4542 7439 5318 76.4
thu 049 0.60 1.02 0.61 1.04| 1831 5245 19.99 53.31
f 0.13 020 050 0.18 049| 3292 7328 26.86 72.6
mc% 0 0 593 0.28 3.67 / 100 100 100
tm 037 057 095 049 111} 3509 6125 2454 6664 _
Im FEor || 048 086 111 088 138 4373 5657 4525 6500 &
thu 111 1.68 211 162 249| 3391 4722 3145 5540 >
tm 025 0.37 076 029 0.87| 31.81 67.13 12.77 7116 &
Iin  Ecrp || 026 048 048 046 054 46.44 4640 4438 52.71 g
thu 078 113 134 1.03 1.53| 30.95 41.86 24.60 49.24 ©
tm 021 030 072 022 0.82| 2993 71.08 554 74.47
IM Ecpp || 016 032 026 030 0.29| 50.78 40.64 47.31 46.94
thu 0.64 0.90 1.08 0.81 1.24| 2935 4126 21.11 48.43
f 0.15 0.27 0.99 070 1.43| 43.63 84.48 78.06 89.2
mc% 0 065 1375 0.97 13.27| 100 100 100 100
tm 036 079 225 089 248 5466 8410 5977 8554 _
m  Ecrp || 068 151 152 337 231 5489 5523 79.77 7051 &
thu 135 239 257 430 3.29| 4339 4743 6852 589 %
tm 029 052 193 050 1.92| 4361 84.68 40.99 8461 4
I Ecr || 026 054 033 0.81 0.37] 5229 2114 6834 30.8 E
thu 0.86 122 127 157 1.29| 29.19 3172 4509 32.81
tm 0.27 044 182 040 1.81| 3835 8512 3237 85.0
IM Ecrp || 017 036 021 050 0.25| 5298 2119 66.81 32.3
thu 075 0.97 110 118 1.11| 22.73 3221 36.86 329
f 0.16 041 0.89 051 152| 60.18 8175 68.03 89.2
mc% || 0.44 222 13.88 230 13.73 80.15 96.82 80.81 96.7
tm 035 077 133 074 1.38| 5444 73.60 5249 7466 ¢
Im Ecrm || 072 237 157 366 1.83|| 69.67 54.24 8034 60.64 2
thu 128 3.18 255 440 2.75| 59.65 49.63 70.81 53.36 ®
tm 0.28 055 112 049 1.11| 4850 7474 4244 745 é
o Ecm || 028 099 054 097 054 7170 4819 7131 4814 &
thu 0.80 1.67 144 161 143| 52.32 44.82 50.61 44.08 —
tm 0.26 0.47 1.07 042 1.05| 46.04 76.05 39.13 756
M Ecpr || 018 070 039 064 037 7475 5440 7248 523
thu 0.67 134 128 123 1.25| 4960 47.16 4532 458
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Figure 4.11: GA and IWO fitness convergence for OCR coordination.

Table 4.13: WO and GA results comparison and IWO percentage of imprevem

9-Bus System 14-Bus System 30-Bus System 57-Bus System 118-Bus System

Results IWO GA % || IWO GA % IWO GA % || WO GA % || WO GA %
f 0.07 0.10 33.32 0.10 0.14 31.00 || 0.13 0.22 40.0f 0.15 0.38 59.90 0.26 0.62 58.57
mc% 0 0 / 0 2.13 100 0 5.37 100 0 14.91 100 || 0.53 26.5898.01

0.24 0.28 13.66 || 0.37 0.43 14.60) 0.36 0.55 35.4ff 0.58 0.86 32.73
0.42 0.77 45.61 || 0.48 0.78 38.6 0.68 1.09 37.6% 1.30 2.09 37.72
093 1.31 28.92 || 1.11 144 23.10) 1.35 1.71 20.9g 2.05 2.79 26.59
0.15 0.15 0.25 0.25 0.27 8.40|| 0.29 0.47 37.83 0.46 0.65 29.07
Iin Eci 0.14 0.18 25.24 0.17 0.23 24.97 || 0.26 0.33 21.73 0.26 0.34 24.2f1 0.53 0.77 31.58
thu 0.52 0.61 15.10 0.61 0.66 6.55 0.78 0.87 10.4f 0.86 0.90 3.39|| 1.20 1.37 12.61
tm 0.05 0.09 39.3¢ 0.12 0.11 -7.44 || 0.21 0.22 7.05/| 0.27 0.44 39.0f 0.42 0.59 29.00
I Ecom 0.00 0.03 85.84 0.07 0.10 33.92 || 0.16 0.17 8.34|| 0.17 0.23 28.31 0.36 0.55 35.76
thu 0.35 0.41 14.59 049 0.50 2.32 0.64 0.67 4.79|| 0.75 0.75 1.04{| 0.99 1.12 11.16

tm 0.19 0.27 29.8Y
I Ectr || 046 0.64 285
thu 0.93 1.21 229
tm 0.08 0.12 34.2

o = —— — ——

Last results to show in this section correspond to sequentadratic programming
implementation. Since nonlinear optimization methodsirega good initial guess in or-
der to converge, SQP has been implemented to initialize eifgdat IWO iterations. The
simulation results are shown in Table 4.14, IWO+SQP impmoet percentage in com-
parison with IWO is also reported. Certain tripping times aorsen in some scenarios
but fitness and consequently most measurements are sligipitgved in all systems. The

average fitness convergency after ten simulations of eaghisdlustrated in Figure 4.12.
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Table 4.14: IWO+SQP and IWO results compared.

9-Bus System

14-Bus System

30-Bus System

57-Bus System

118-Bus System

Results | ™sop WO % || SOP WO % || SOP WO % || SOP WO % || SOP WO %
f 0.07 007 176] 0.09 010 587| 0.11 0.13 19.87| 0.15 015 029 016 0.16 4.71
me% || 0 0 / 0 o / 0 o / 0 o /|| 037 0.44 16.67
tm || 0.17 019 6.47| 022 024 6.89| 029 037 22.44| 036 036 0.44| 034 035 3.71
I™ Eorr || 045 046 1.39| 042 042 021 052 048 -8.48|| 0.69 0.68 -1.48|| 0.66 0.72 8.74
the || 0.91 093 1.91| 092 093 1.69| 1.07 111 371 1.36 135 -0.82| 121 1.28 6.01
tm || 0.08 008 -0.45|| 0.13 0.15 12.39| 0.16 0.25 34.94| 0.29 029 1.85| 027 0.28 4.31
I» Ecrr || 013 014 4.76| 017 017 1.66|| 023 026 846| 027 026 -4.81|| 027 028 291
the || 0.51 052 1.61| 0.59 0.61 3.19| 0.67 0.78 13.65| 0.87 0.86 -1.11|| 0.78 0.80 2.76
tm || 0.05 005 -2.71|| 0.10 0.12 1565 0.12 021 41.02| 0.26 027 2.73| 024 0.26 455
M Eer || 000 000 52.89| 0.06 007 7.57| 012 016 25.12| 017 0.17 -1.61|| 0.17 0.18 3.53
tha || 0.35 0.35 0.57| 046 0.49 454| 052 064 1892 075 0.75 0.10|| 0.66 067 2.85
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4.3 OVERCURRENT ANDDISTANCE RELAY

COORDINATION RESULTS

The previous section presented overcurrent relay codidimeesults using genetic algo-
rithms and invasive-weed optimization for the 9, 14, 30,&W 118-bus systems. In four
systems IWO accomplished coordination of all coordinagiains that involved relays ca-
pable of being coordinated, i.e., relays that pass thetsatysiilter described by Equation
2.3; the implemented algorithm failed failed to coordina#4% of the total coordination
pairs of the 118-bus system. Since overcurrent relays ¢adetect certain short-circuit
magnitudes, relays that do not pass the filter are impossildeordinate; this limitation
is caused by the protection principle and is not related tosgpecific methodology or

algorithm.

The coordination pairs are conformed in accordance witltiseconnection data of
each system, after fault and flow analysis coordinationsgaass through the sensitivity
filter. The total pairs removed from the coordination prects each system is respec-
tively equal to 2, 3, 6, 14, and 22 pairs. According to repbtierature researchers have
implemented algorithms to solve the OCR coordination, rteeéess nothing has been
done about the insensitive relays; furthermore some worépgse distance and OCR
coordination offering a redundant solution by placing bptbtection principles on ev-
ery bus. In this work, distance-relays are used to substiigensitive overcurrent ones,

aiming to offer a better solution to OCR coordination.

Inserted distance-relays conform new hybrid coordingti@ins with all their related
OCR, Figure 4.13 illustrate the coordination points coasd in this section of the thesis,
when distance-relay is used as main or backup protectioa.pfdgrammed algorithm is
capable to handle different total zones and zone coveragemeage, however for this
thesis distance-relays first zone is set to cover 80% of the time while their second
zone is expected to cover the remaining 20% and the 100% efdfaeent one, the third

zone is deactivated. As highlighted in the figure, each kihdoordination pair — dis-



CHAPTER 4. EXPERIMENTS AND RESULTS 100

/

=
= >CTI,;
20
-l |2CTId
o=
& >CTI, >CTl,
o,
= A =
| - | -
y I B I c I
close 80% close 100 %

Electrical distance

Figure 4.13: Distance and overcurrent relays coordination points.

tance as main and overcurrent as backup (D+OC) or vice v&Ga[D) — aims to fulfill
coordination requirements for two coordination points.eTistance coordination time

interval is set to 0.2 seconds.

The total overcurrent and distance coordination pairs &mhetested system is re-
spectively equal to 4, 11, 25, 49, and 123 pairs; since indpmoach each pair involve
two coordination points, the total points is twice the tqgiairs. GA have been imple-
mented to complete this part of the thesis however it preskitficulties to converge and

was finally discarded for this section.

The objective function is described by Equation 3.15, amdibighting factors are
set toa, 3, v, andd are respectively set to 0.5, 0.15, 0.25, and 0.1. Excludiegd ad-
justments, the remaining IWO parameters shown in Tablerdatze five cases illustrated

in Table 4.10 are considered in the following simulations.

Overcurrent and distance-relay coordination results laoeva in Table 4.15; the ta-
ble is organized in the same manner presented in the pres@mti®n, being the distance
miscoordination percentagei(,%) the only addition. In addition, Figure 4.14 illustrates
the system results as a set of box plots. Similar to prewonrssented results, the pro-
posed methodology dominated almost all categories obigilower tripping times and
lesser miscoordinations in comparison with the remainmg tases, which in addition

failed to converge in some simulations.
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Table 4.15: IWO results for overcurrent and distance-relay coordarati

Case Improvement
Results 1 2 3 4 5 2 3 4 5
f 0.11 0.43 0.37 0.28 0.39|| 74.13 70.11 60.26 71.53
mc% 0 0 0 0 0 / / / /
mcq% 0 3750 25.00 12,50 25.00| 100.00 100.00 100.00 100.0(
tm 0.36 0.82 0.81 0.61 0.77|| 56.39 55.90 41.71 53.63| £
m Ecr || 051 172 106 096 1.74| 7053 5227 4711  70.84 %
thu 1.15 2.86 2.20 1.93 2.83| 59.74 47.72 40.46 59.33| @
tm 0.22 0.64 0.67 0.44 0.60|| 65.71 67.40 49.94 63.69 é
Iisg EcT1 0.20 0.63 0.47 0.40 0.75| 68.41 57.52 51.11 73.69|| &
thu 0.70 1.58 1.44 1.20 1.64{| 56.01 51.53 41.75 57.56
tm 0.18 0.56 0.63 0.36 0.56|| 68.64 72.23 51.41 68.35
M Ecrr 0.06 0.31 0.24 0.21 0.40|| 79.80 73.68 71.08 84.61
b 052 119 116 093 124 56.27 5541 4401 58.08
f 0.19 0.48 0.44 0.55 0.45|| 59.57 56.06 64.67 56.99
mc% 0 0 0.67 5.33 0.67 / 100 100 100
mcq% || 455 63.64 2273 3182 27.2{ 92.86 80.00 85.71 83.33
tm 0.37 0.74 0.91 0.58 0.85| 49.41 59.00 36.19 55.98 g
1 Ectr 0.75 1.18 1.35 2.24 1.86| 36.11 44.20 66.52 59.68| ‘g
thu 1.40 2.10 2.50 3.04 2.97|| 33.63 44.23 54.12 52.97| 3
tm 0.23 0.58 0.78 0.37 0.69|| 59.61 70.07 36.81 66.41] ,3:3’
Iin  Ectr 0.45 0.50 0.46 0.70 0.58|| 11.56 3.39 36.48 23.71 :'r'
thu 0.96 1.29 1.51 1.37 1.56|| 25.44 36.27 29.56 38.17
tm 0.19 051 0.75 0.30 0.65|| 62.80 74.39 36.16 70.83
IQ/CI Ecr1 0.30 0.34 0.24 0.46 0.31)| 11.33 -26.16 35.24 4.80
thu 0.78 1.07 1.26 1.06 1.25| 27.18 38.17 26.99 37.81
f 0.31 0.79 0.73 0.71 0.76|| 60.12 57.12 55.79 58.90
mc% 242 14.25 7.80 9.41 8.06| 83.02 68.97 74.29 70.00
mcq % 8.00 24.00 24.00 22.00 16.00 66.67 66.67 63.64 50.00
tm 051 052 0.99 0.64 1.09| 3.00 48.94 20.90 53.82 g
m EcT1 0.49 1.32 1.31 1.30 1.37|| 63.22 62.90 62.74 64.64 'g
thu 122 199 2.33 2.10 2.45|| 38.66 47.59 41.73 50.07|| o
tm 0.38 0.40 0.85 0.42 0.93 7.25 55.88 11.15 59.63 ,3:3’
in  Ectr 0.27 0.66 0.55 0.68 0.62|| 58.43 50.07 59.49 55.51 8'
thu 0.90 1.24 1.48 1.34 1.60|| 27.43 38.96 32.57 43.49|
tm 0.33 0.36 0.81 0.35 0.89|| 9.80 60.03 6.54 63.36
IéVCI Ecr1 0.18 0.42 0.30 0.46 0.37|| 57.66 40.28 60.67 51.27|
thu 0.77 0.98 1.20 1.06 1.32|| 21.62 36.37 27.84 41.93
f 0.31 0.80 1.13 1.01 1.18| 61.30 72.75 69.55 73.96
mc% 1.06 894 1318 8.03 13.3y 88.14 91.95 86.79 92.05
mcq % 7.14 21.43 19.39 9.18 17.3§ 66.67 63.16 22.22 58.82
tm 0.50 1.06 1.95 0.95 2.01f| 52.43 74.21 47.09 75.00 g
m EcT1 0.85 1.30 0.97 2.46 1.45/| 35.02 12.39 65.60 41.71 'g
thu 166 2.05 1.99 3.28 2.52/| 19.21 16.87 49.58 34.35 2
tm 0.42 0.96 1.90 0.73 1.95/| 56.48 77.87 42.23 78.44 5
I;‘C‘ EcT1 0.35 0.63 0.35 0.78 0.44)| 43.78 -0.76 54.65 19.55 5
b 1.07 128 133 151 147| 16.02 1957 2896  27.11
tm 0.39 0.93 1.88 0.66 1.93| 58.14 79.42 41.47 79.91
M  Eorr 0.24 047 0.26 0.53 0.30|| 49.33 8.47 55.23 21.46
thu 0.92 1.07 1.23 1.22 1.32)| 14.17 25.17 24.31 30.31]]
f 0.35 1.14 1.40 1.65 1.55|| 69.46 75.15 78.95 77.70
mc% 291 17.44 18.32 2432 18.9f 83.33 84.14 88.05 84.66
mcq% || 447 1748 20.33 2561 18.2 74.42 78.00 82.54 75.56
tm 0.45 0.62 1.25 0.89 1.33| 27.40 63.76 49.54 66.01] 5
I EcTr 1.00 225 1.26 3.05 1.87|| 55.79 20.92 67.32 46.65| %
thu 1.64 2.89 2.23 3.70 2.86|| 43.39 26.70 55.78 42.79| 9
tm 0.38 0.55 121 0.76 1.22| 31.07 68.66 49.84 69.04)| @
Iisg EcT1 0.36 0.89 0.59 1.22 0.66|| 59.35 38.09 70.40 45,27 g
b 096 148 153 184 164| 3536 3753 48.05  41.47
tm 0.35 0.52 1.20 0.71 1.20| 32.37 70.80 50.71 70.85
M Ecrr 0.24 0.70 0.48 0.95 0.50/| 66.16 51.09 75.10 52.93]
thu 0.81 1.26 1.43 1.54 1.47|| 35.92 43.21 47.47 44.86|
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Figure 4.14: Overcurrent and distance-relays coordination results.
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Let us make a supposition and tag insensitive relays as ondic@ations for the
case presented in the previous section — when only overdureéays are coordinated
—. Table 4.16 shows the total coordination points and totatoordinations of both ap-
proaches. The total and percentage of miscoordinatioreeis $hown in the fourth and
fifth rows. The second group of results is obtained by oveeturand distance-relays co-
ordinations, the total coordination points (TCP) is the sif@C+OC, OC+D, and D+OC
coordination points. As can be appreciated in the last twsythe inclusion of distance-
relays decreases the miscoordination percentage if its®relays are considered in four

out of five cases.

On the other hand distance-relays introduction increas&R Mean tripping times;

since the total coordination points and variables grovg, ifian expected result.

Table 4.16: Total pairs and miscoordinations comparing both appraache

OCR OCR + Distance
System 9 14 30 57 118 9 14 30 57 118
TCP 36 150 372 660 2718 38 163 404 716 2898
mc 6 9 18 42 80 0 1 12 13 90
mc% || 16.67 6.00 4.84 636 2.8y 000 061 297 182 311




CHAPTERS

CONCLUSIONS

Protective relaying is an art that has been constantly etiydnodeled, characterized, and
improved over the years. Several researchers have caetlibw increase the power sys-
tem security and reliability through the development andlementation of new protec-

tion approaches capable of dealing with day to day eventsémeharm the power system
and users. New protection schemes are also designed tivéasgstem behaviour changes

caused by the introduction of state of the art technologies.

The important contribution of researchers from all oveniloeld has ease the pro-
tections engineer job and most of all it has maintained tbéesgtive relaying through the
path of becoming a science. In this chapter the conclusearshed during these years of
thesis development are presented, in addition the achaw@dbutions are listed and fur-

ther work is proposed. The reached conclusions are itenmzibea following paragraphs:

e Protective relay coordination is a complex task that rezguirot just the protection

engineer expertise but also software and technology aid.

e Conceptual expertise and software and algorithmic devedop knowledge is manda-
tory while working on protective relaying improvements. tdpzation theory can

be vastly exploited in this research area.

e The requirements of good initial guess and modelling in egptimization methods

present important disadvantages in comparison with matetie methods. The

104
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latter are proposed to carry out most coordination procésiewonlinear methods

might help to focus the search direction and improve resddtention.

e Protective relaying requires the protection system tord¢teafault condition as fast
as possible while the coordination time interval betweeordmation pairs is re-
spected, avoiding sympathy trips and miscoordinationss fct lead to conclude
that the obtention of global optimal results is not a pratectequirement. This
conclusion is based in two simple affirmations: the powetesys size and com-
plexity produces a search space that tents to infinite smeseqjuently the global
optimum obtention is almost impossible to be demonstrajedxdhaustive search
or exact methods; heuristics on the other hand cannot giegrdine convergency
to an optimal result. Secondly, the slower obtention of gladptimum settings
that might modestly improve coordination results might betas useful as local

optimum results obtained in a reasonable small amount &.tim

e The design of an algorithmic parameters tuning processadeteto correctly select
a base case for the proposed methodology. The more simmdatarried out and
the better the experiments design, the most certainty ofracicselection. Powerful
computers capable of performing fast simulations wouldrbadvantageous tool in

this research step.

e As briefly described, relay coordination is a multiobjeetigsk that requires the im-
provement of contradictory parameters. The problem isequesntly characterised
as a pareto front conformed by tripping times a total misdo@tions, where a
better solution for one of them cannot be found without deg@ the other. The
implemented methodology and mainly the objective funci@ighting parameters

can be modified to obtain the required system charactegistic

e Three short-circuit magnitudes are enough to maintain gatitme inversions grade,
guaranteeing that coordination is carried out for a regidh@curve. The inclusion
of more coordination points may be considered in accordanttecomputational

capacities in order to satisfy specific coordination regyuients.
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e The consideration of unstandardized inverse-time cunvgsaves the overcurrent
relay performance and consequently the relay coordinatisuts. The curves com-
patibilities might be compromised if preventive mechargsas restrictions are not
adopted. The coordination for multiple short-circuit @ntlevels helps to improve
the reliability and avoid curve crosses for currents loviamntthe maximum. This
contemplation also reduces the tripping times for the laft pf the OCR inverse-

time curves.

e Developed methods should be tested in big, widely intereotad, and complex
power systems in order to demonstrate robustness and adéyptal he proposed
method obtain better results in comparison with convemfiapproaches using stan-
dardized inverse-time curves. The algorithm is tested endifferent power systems

obtaining important improvements in all of them.

e The inclusion of distance-relays to replace insensitivercurrent ones suppose a
coordination complexity increase. The proposed methodiodtl positive results,
representing a new approach that aims to offer an integhafiso for overcurrent

relay coordination.

5.1 CONTRIBUTIONS

The developed contributions are listed as follows:

e A new protection approach that considers unconventionarse-time curves has
been developed and proven to obtain better results thanstefuconventional

curves.

e An objective function that considers the overcurrent relagrdination desired char-

acteristics is introduced.

e Coordination for different short-circuit levels is consrdd in the proposed objective
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function, multiple intermediate points may be defined inevrh ensure coordina-

tion for a complete range of currents instead of certaintgoin

e A software tool capable of carry out the coordination prabis developed from
scratch in Matlab. The tool was successfully tested in difie power systems and

can be modified to fulfil different system requirements.

e Invasive-weed optimization method is implemented to spleeer system protec-
tion problems for the first time. This method improved genetgorithm results

when tested for different power systems.

e A sequential quadratic programming nonlinear method isl dsecooperate with

metaheuristic methods, this implementation obtainedhsligprovements.

e A new coordination approach that replaces insensitivecawegnt relays with dis-

tance ones is introduced an proven to obtain positive isult

5.2 RHJUIRTHERWORK

There are some topics that emerged during this thesis gawelat and might be of interest

to perform as further work, those are listed in the followpagagraphs:

e The computational capabilities increase would reduceithalation time, making
possible to obtain a solution for bigger power systems ease the total of itera-
tions, test broader ranges of parameters selection, asgqoantly obtain improves

in the coordination results.

e A perturbation routine can be developed in order to ens\aethiere is not a better

solution in the actual solution surroundings.

e The overcurrent and distance-relay coordination routare lme adapted to offer a
protection scheme of full redundancy, considering oveenirand distance-relays

in all system buses and non standardized inverse-time €urve
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e The SQP methodology can also be adapted to cooperate in #reuorent and

distance-relay coordination solution.

e The proposed methodology using five adjustable settingsoataining nonstan-
dardised inverse-time curves might be helpful to computgyreettings for indus-

trial relay applications.

e The development of a user friendly software applicatiort tttanbines different
optimization algorithms and protection principles may be most interesting and
sophisticated further work idea emerged from this thesikis Bpplication may
receive power system data as an input and recommend pvetesithying principles

and settings for all system buses as an output.
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