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ABSTRACT

Protective relaying comprehends several procedures and techniques focused on maintain-

ing the power system working safely during and after undesired and abnormal network

conditions, mostly caused by faulty events. Overcurrent relay is one of the oldest pro-

tective relays, its operation principle is straightforward: when the measured current is

greater than a specified magnitude the protection trips; less variables are required from

the system in comparison with other protections, causing the overcurrent relay to be the

simplest and also the most difficult protection to coordinate; its simplicity is reflected in

low implementation, operation, and maintenance cost.

The counterpart consists in the increased tripping times offered by this kind of relays

mostly before faults located far from their location; this problem can be particularly ac-

centuated when standardized inverse-time curves are used or when only maximum faults

are considered to carry out relay coordination. These limitations have caused overcurrent

relay to be slowly relegated and replaced by more sophisticated protection principles, it

is still widely applied in subtransmission, distribution,and industrial systems.

In this work, the use of non standardized inverse-time curves, the model and imple-

mentation of optimization algorithms capable to carry out the coordination process, the

use of different levels of short circuit currents, and the inclusion of distance relays to re-

place insensitive overcurrent ones are proposed methodologies focused on the overcurrent

relay performance improvement. These techniques may transform the typical overcurrent

relay into a more sophisticated one without changing its fundamental principles and ad-

vantages. Consequently a more secure and still economical alternative can be obtained,

increasing its implementation area.

vii
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CHAPTER 1

INTRODUCTION

A brief introduction to power systems, power systems protection and their importance is

presented in the first section of this chapter. In the next section, the power system pro-

tection importance is highlighted, thereupon the state-of-the-art related work is listed and

described, then the motivation and problem statement as well as the hypothesis, objectives,

and thesis structure are presented.

1.1 POWER SYSTEM PROTECTION

An Electrical Power System(EPS) is a network of electrical components used to generate,

transmit, and supply electric power. The basic power systemstructure is illustrated in

Figure 1.1. The EPS can be seen as a huge monster that has to remain immovable before

any unpredictable event and hold stoic while supplying the required demand; if the system

collapses and a blackout is presented, it has to be reestablished as soon as possible in order

to keep business running and maintain us satisfied and comfortable.

In some way the system is in fact a beast not easily affected byevery undesired

event, moreover it can regain equilibrium after events occurrence. The previous statement

is founded in two main reasons, the first one is that the power system is usually too big

to be affected by daily events, characteristic related witha research field named power

systemstability [1].

The second reason — and most important for this thesis — is thehard task carried

1



CHAPTER 1. INTRODUCTION 2

G
en

er
at

io
n

Transmission

Sub-transmission

Distribution

C
on

su
m

p
ti

on

Figure 1.1: Basic structure of an electric power system. The electricalenergy is generated, trans-
mitted, and delivered for customer consumption.

out by theprotection systemand protection engineers charged with the crucial duty of iso-

lating the system, preventing it from collapsing before undesirable and possibly harmful

events, most often caused by short circuits.

A protective relay is an electric device that receives inputs as temperature, voltage,

and current, measures and compares them to make a diagnosis,and takes decisions about

the actions that have to be performed to keep the protected system safe; the output signal

of protective relays may lead to abrupt changes on their related power circuits. The mon-

itored events are in the order of milliseconds and must be faced as quickly as possible,

making the human intervention impractical; consequently arelay is designed to operate

autonomously in a prescribed manner. One of the most interesting and complex applica-

tions of a protective relay is the protection of electric power systems [2].

The distribution systems deliver the energy to the final customer either in residential

or industrial areas, typically within a range of voltages from 2 to 35 kV; distribution are

the most interconnected networks, the conductors may be buried or carried on overhead
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poles. The subtransmission systems connect the distribution substations around a city or

relatively small regions with voltages from 35 up to 110 kV, although in some countries

voltages of 138 kV are often used. Finally, the transmissionlines are responsible to carry

on the energy from the generation substations to the subtransmission ones at high and

ultra-high voltages from 110 to +800 kV [2, 3].

The protections system is not useful while the system is operating in a normal man-

ner; however, when a fault condition is presented, the stability of the whole EPS depends

on its proper operation. The consequences of a malfunction could lead the system to a

concatenation of errors or faults, resulting at worst case in a massive collapse and black-

out, depriving of electric service to industrial and residential zones and possibly causing

a large scale damage to the EPS.

1.2 STATE-OF-THE-ART

Because of the complex nature of the overcurrent relay coordination problem and en-

couraged by the constant increase of computer capabilities[4], looking to facilitate and

improve the protection engineering practices, fifty years ago some efforts were made in or-

der to automate the solution process, then for almost three decades the Overcurrent Relay

(OCR) coordination problem has been faced as an optimization one.

On this section, several related works are going to be described and compared in

order to clearly identify the novelties presented in this work. A short description of articles

that have been published between 1963 and 2015 regarding this topic can be seen in the

following paragraphs.

1.2.1 OVERCURRENTRELAY COORDINATION WORKS

Some of the first effective tries to automate the coordination process and to set some fun-

damentals in this topic are presented by Radke [5], Albrechtet al. [6], Tsien [7], Kennedy
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and Curtis [8], and Whiting and Lidgate [9]. First, Radke [5]propose an accurate curve-

fitting method with the advantage of small computer storage requirements.

In 1964 Albrecht et al. [6] published an article describing adigital computer pro-

tective device co-ordination program, the objective of theprogram was to compute and

check the settings of the relays system. Late in the same year, in a similar work Tsien

[7] proposes another method with the advantage of not requiring previous short-circuit

calculations, since the program perform them by itself.

The method presented by Kennedy and Curtis [8] is capable to compute an inverse-

time curve for industrial applications. Whiting and Lidgate [9] improve previously ob-

tained results by proposing a method capable to perform short-circuit analysis, obtain

relay settings, offer limited interactive functions, and check the performance of the relays.

All these methodologies pursued and achieved saving time tothe protections engineer

and they were successfully used for several years [10], until the advances in computation

industry allowed the implementation of more complex procedures.

Almost three decades ago, Urdaneta et al. [10] introduced a multiple criteria linear

optimization method that give solution to the problem by obtaining optimal time dial

settings (TDS) results. This work opened a new research area, where a specific objective

function is minimized and the OCR coordination problem is seen as an optimization one.

The computer capacities of the time permit the coordinationto be carried out just

for faults at the midpoint of lines. The same authors presenta more effective approach

based in linear programming [11], it is used to compute the same optimal setting when a

local structure change has been performed in the system. In asimilar work, Urdaneta and

Pérez [12] use linear programming to solve the problem considering dynamic changes in

the network’s topology due to the effect of transient configurations.

The main issue in linear programming approaches is the requirement of a good ini-

tial guess and also the high probability of being trapped in local minima solutions. In a

successful attempt to overcome those limitations, So et al.[13, 14] start with the adapta-

tion and implementation of natural imitation algorithms tosolve coordination problems,
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the Genetic Algorithms (GA) offer multiple initial search and a quick obtention of opti-

mum relay settings. The use of evolutionary programming by So and Li [15] increases

the chance of obtaining global minimum settings, and also considers the addition of dy-

namic changes in the network’s topology. The approaches presented by Urdaneta et al.

[16] and Karegar et al. [17] propose a linear programming interior-point algorithm; pre-

solution techniques are used to filter and simplify the problem; reducing its complexity

and improving the performance of mathematical optimization algorithms.

As an alternative to linear and nonlinear programming, Zeienldin et al. [18] present a

Mixed Integer Non Linear Programming method (MINLP), they conclude that computing

continuous pickup currents to later round them to their nearing discrete value could lead

to infeasible solutions. This work is improved by Zeineldinet al. [19]; the robustness

increases by adding additional constraints, avoiding nonlinearities caused by the discrete

magnitudes of theIpickup.

In another publication, Zeineldin et al. [20] recognize thelimitations of determinis-

tic methods and apply a Particle-Swarm Optimization (PSO) technique in another attempt

to overcome those limitations. It is demonstrated that for larger problems, the PSO find

faster and much better solutions in comparison with MINLP. Similar results are obtained

by Gholinezhad et al. [21] when they use MINLP considering two variables as adjustable

settings.

Birla et al. [22] optimize the problem settings in a nonlinear environment using SQP

and considering one fault point. The results show that solving the coordination problem

based on only close-end faults does not affect significantlythe results in small systems;

the drawback is that in some scenarios, specially in bigger systems, this consideration

can lead to miscoordinations for far-end faults. This conclusion helps to highlight the im-

portance of considering more than one magnitude of short-circuit current to carry out the

coordination process, as done in this thesis. As a complement of their previous work, Birla

et al. [23] propose an approach to prevent sympathy trips that may appear by considering

only near-end faults.
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The genetic algorithms prove to be a fast and robust method suitable to solve the co-

ordination problem; Lee and Chen [24] implement this metaheuristic to achieve coordina-

tion in an industrial radial system, improving the results obtained by traditional methods.

Razavi et al. [25] introduce a novel — and later widely used — objective function capable

to handle miscoordination problems (Equation 1.1); the tripping time of the main relay is

represented byti and the coordination error by∆tmb. This approach considers only the

TDS as adjustable setting.

OF = α1

∑

(ti)
2 + α2

∑

(∆tmb)− β1(∆tmb)− ‖∆tmb‖)
2. (1.1)

Kamangar et al. [26] present a new GA method, in addition to the coordination of

overcurrent relays, this method also coordinates earth fault ones. Uthitsunthorn and Kul-

worawanichpong [27] optimize the TDS in another simple but effective implementation

of GA. Bedekar et al. [28, 29] introduce the use of simplex anddual-simplex methods to

optimize the TDS in small radial and interconnected distribution systems. Noghabi et al.

[30] obtain optimal relay settings for a set of different network topologies; in the first

work, a hybrid method is developed with the objective of taking advantage of the search

space exploration and the local exploitation capabilitiesof GA and LP to find optimal

TDS and pickup tap settings.

Furthermore, Noghabi et al. [31] optimize the TDS by implementing an interval

linear programming method; this methodology is tested in bigger systems in comparison

with the previous contribution. In a research with a similarobjective, Bedekar and Bhide

[32] propose a GA-NLP hybrid method to optimize the pickup current and the TDS; ne-

vertheless, the same authors obtain satisfactory results in small distribution systems using

only a continuous genetic algorithm [33].

Damchi et al. [34] use a hybrid PSO-LP methodology to obtain optimal discrete

Ipickup and continuous TDS settings for microgrid systems. Singh etal. [35] present a

simple GA capable to solve the OCR coordination for small systems. Mohammadi et al.

[36] also implement a genetic algorithm that considers the priority of constraints in order

to reduce the total of miscoordinations.
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Ezzeddine and Kaczmarek [37] introduce the consideration of three parameters as

adjustable settings, in addition to the commonly used TDS and Ipickup, the algorithm is

capable of selecting an inverse-time characteristic curve. This solution considers all three

settings discrete. Moirangthem et al. [38] present the implementation of a differential

evolution algorithm to solve the coordination consideringdistributed generation. Uthit-

sunthorn [39] and El-Mesallamy et al. [40] introduce in different works the use of the

Artificial Bees Colony (ABC) algorithm, concluding that this method can be faster while

achieving similar results in comparison with linear, nonlinear and PSO methods.

Thangaraj et al. [41] have worked with the adaptation and implementation of three

modified Differential-Evolution (DE) algorithms which mutation operators were based on

Laplace, Cauchy, and Gaussian probability distributions,improving the results obtained

by the basic DE. Singh et al. [42] develop a Covariance MatrixAdaptation Evolution

Strategy as a minimization strategy to obtain optimalIpickup and time multiplier settings.

Sueiro et al. [43] present a new method using evolutionary and linear programming, this

implementation allows the elimination of restrictions, seeking to achieve partial coordina-

tion of relays prone to miscoordinate.

Mahari and Seyedi [44] propose an analytic approach to compute two optimal set-

tings; the iterative numerical technique’s main objectiveis the reduction of the total oper-

ating time instead of the magnitude of the adjustable settings. Chen et al. [45] introduce

a fast GA with the objective of optimizing two settings in an industrial radial system. In

similar works, Bottura et al. [46, 47] optimize the discretesettings to achieve coordination

in a real meshed power system via the implementation of a hybrid linear programming

and genetic algorithm.

Even tough the following two works are not presenting novelties in coordination

related topics, they are interesting to mention. Hussain etal. [48] depict a review of OCR

coordination methods, focusing in artificial intelligenceand nature-inspired techniques.

Lu and Chung [49] present a method to detecting and solving curve intersection problems.

Singh et al. came out with the implementation of a differential evolution algorithm
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to achieve coordination considering a fault in the middle ofthe line [50] and faults located

at close and far-ends [51]. In a similar but improved work, Chelliah et al. [52] show

the results of an opposition chaotic differential evolution algorithm; the main idea of this

method is the simultaneous consideration of an estimate andits opposite point.

Hussain et al. [53] introduce the use of a Modified Swarm Firefly Algorithm, which

is a improved version of PSO that accelerate the convergencespeed and enhance its capa-

bility to obtain optimal settings.

Shih et al. [54] compare the performance of GA, PSO, and DE algorithms to achieve

online coordination results of Directional-Overcurrent Relays (DOCR) considering two

adjustable settings. Arreola Soria et al. [55] introduce the implementation of unconven-

tional curves in industrial power systems; by considering the interaction of the digital

representation of the moving induction disc and the TDS, thesoftware is able to design a

specific OCR curve that fits in the studied industrial power system. This work shows that

the introduction of unconventional inverse-time curves reduces the mechanical stress and

thermal effects, preventing damage and increasing the lifetime of the protection elements.

The related work is also shown in a condensed manner in Table 1.1. The columns of

the table indicate the reference, year of publication, total of adjustable settings, methods

implemented to solve the problem, and the total of busses andrelays of the systems where

each proposal is tested. All the related work consider conventional time curves and one,

two, or three parameters as adjustable settings. The implemented methods are diversified,

including linear and nonlinear, numerical, and nature-inspired algorithms.
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Table 1.1: Related work for overcurrent relay coordination.

Reference Year AS Method System Buses Total Relays
Urdaneta et al. [10] 1988 1 NLP 3, 6, 30 6, 30, 68
Urdaneta et al. [11] 1996 1 LP 18 74
Urdaneta and Pérez [12] 1997 2 LP 2, 6 6, 16
So et al. [13] 1997 2 GA 6 8
So et al. [14] 1997 2 GA 6 8
So and Li [15] 2000 2 EP 6 8
Urdaneta et al. [16] 2001 1 LP 9, 108 11, 97
Karegar et al. [17] 2005 1 LP 8, 11 6, 14, 39
Zeienldin et al. [18] 2004 1 NLP 3 6
Zeineldin et al. [19] 2005 2 MIP 8 14
Zeineldin et al. [20] 2006 2 PSO 8, 14 14, 40
Gholinezhad et al. [21] 2011 2 MIP/PSO 6, 30 14, 86
Birla et al. [22] 2006 2 SQP 6, 30 14, 68
Birla et al. [23] 2007 2 SQP 30 68
Lee and Chen [24] 2007 2 GA 2 8
Razavi et al. [25] 2008 1 GA 6, 8 14
Kamangar et al. [26] 2009 1 GA 8 14
Uthitsunthorn et al. [27] 2010 1 GA 6 14
Bedekar et al. [28] 2009 1 LP 4, 6 5, 8
Bedekar et al. [29] 2009 1 LP 2 2, 4
Noghabi et al. [30] 2009 2 LP 8 14
Noghabi et al. [31] 2010 1 ILP 14, 30 39, 76
Bedekar and Bhide [32] 2011 2 SQP/GA 9 24
Bedekar and Bhide [33] 2011 2 GA 3, 5, 6
Damchi et al. [34] 2011 2 PSO 6 11
Singh et al. [35] 2011 1 GA 3 8
Mohammadi et al. [36] 2011 1 GA 30, 59 39, 90
Ezzeddine and Kaczmarek [37] 2011 3 LP/NLP 8, 30 14, 78
Moirangthem et al. [38] 2011 2 DE 19 23
Uthitsunthorn et al. [39] 2011 2 GA 9 11
El-Mesallamy et al. [40] 2013 2 GA 3, 6, 8 6, 14, 14
Thangaraj et al. [41] 2012 2 DE 3, 4, 6 6, 8, 14
Singh et al. [42] 2012 2 CMA-ES 30 30
Sueiro et al. [43] 2012 2 LP 3 12
Mahari and Seyedi [44] 2013 2 LP 3, 8, 15 6, 14, 42
Chen et al. [45] 2013 2 GA 2,7 8, 7
Bottura et al. [46] 2013 2 LP/GA 18 22
Bottura et al. [47] 2014 2 LP/GA 43 6
Lu and Chung [49] 2013 2 Numerical 6, 7 16, 14
Singh et al. [50] 2014 2 DE 9, 30 24, 42
Singh and Panigrahi [51] 2014 2 DE 6 14
Chelliah et al. [52] 2014 2 OCDE 3, 4, 6, 14 6, 8, 14, 40
Hussain et al. [53] 2014 2 MSFA 8 14
Shih et al. [54] 2014 2 DE 14, 30 30, 68
Arreola Soria et al. [55] 2014 2 Numerical 3 4
Proposed work 2015 5 GA, IWO, SQP 9, 14, 30, 57, 118 12, 30, 68, 130, 340
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1.2.2 OCRAND DISTANCE RELAY COORDINATION WORKS

There have been several attempts to automate the coordination process between direc-

tional overcurrent and distance-relays [56–59]. The main objectives of these algorithms

is to reduce the burden to the protections engineer while obtaining adequate solutions

to this problem. In a more robust and still used work, Ramaswami et al. [60] present

enhanced analytical techniques for coordinating three zones of distance-relays with over-

current ones.

Pérez and Urdaneta [61] improve the work presented in [10] byincluding the timing

of the second zone of distance-relays to the coordination process. An important conclu-

sion of this research is the importance of the selected coordination time interval, in some

scenarios the second zone tripping time should be greater than the classical and widely

used 0.3 seconds. In a different approach, Khederzadeh [62]proposes a fixed second

zone operation time while the shape of the OCR would change inaccordance with the

fault location. This proposal is based in the use ofuniversal protection devices—which

are conformed by the combination of inverse-time and definite-time overcurrent tripping

shapes [63] —, instead of inverse definite minimum time relays.

Chabanloo et al. [64] propose a methodology based on the implementation of a

genetic algorithm. This method is capable to optimize the TDS and the selection of a

standardized OCR characteristic curve in order to coordinate it with the previously fixed

tripping times of the second and third zones of distance-relays. In similar works, Sadeh

et al. [65, 66] present the coordination of DOCR with the second zones of distance ones;

these articles includes the second zone tripping time as a variable on their PSO formula-

tion. Later, Chabanloo et al. [67] improve their previous work by considering more critical

— coordination — points as restrictions; furthermore, the tripping time of the second zone

was also considered as an adjustable setting.

Singh et al. [68] implement a DE algorithm with hybrid mutation with the objec-

tive to optimize the TDS and theIpickup of an overcurrent relay while the tripping times

of the distance-relays zones are fixed. Four coordination points are considered in this
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Table 1.2: Related work for distance and overcurrent relay coordination.

Reference Year AS Method System Buses Total Relays
Gastineau et al. [56] 1977 1 Numerical - -
Damborg et al. [57] 1984 1 Numerical 5 12
Ramaswami et al. [58] 1984 1 Numerical 6 14
Schultz and Waters [59] 1984 1 Numerical - -
Ramaswami et al. [60] 1986 1 Numerical 6 11
Pérez and Urdaneta [61] 2001 2 LP 8 16
Khederzadeh [62] 2006 2 LP 8 16
Kojovic and Witte [63] 2001 2 Numerical 8 7
Chabanloo et al. [64] 2008 2 GA 6 14
Sadeh et al. [65] 2008 1 GA 6 14
Sadeh et al. [66] 2011 2 PSO 8 16
Chabanloo et al. [67] 2011 3 GA 8,30 14,68
Singh et al. [68] 2012 2 DE 6 14
Moravej et al. [69] 2012 2 PSO 8 14,64
Nair and Reshma [70] 2013 2 GA 8 14
Farzinfar et al. [71] 2014 2 PSO 8,14 14,34
Haron et al. [72] 2013 2 Numerical 6 8
Proposed work 2015 5 GA, IWO, SQP 9, 14, 30, 57, 118 12, 30, 68, 130, 340

work. Moravej et al. [69] introduces a new approach that considers the intrusion ofse-

ries compensatedsystem to the coordination process. In this article, a Modified Adaptive

Particle-Swarm Optimization is adapted to obtain the same two optimal OCR settings

considering three critical points; in addition, thetz2 is also considered as adjustable.

Nair and Reshma [70] propose a GA capable to obtain optimal curve selection and

time multiplier settings, the algorithm considers a fixed tripping time for the second zone

and is successfully tested in a small 6-bus system. Farzinfar et al. [71] adapt a new Multi-

ple Embedded Crossover PSO to deal with this complex nonlinear problem. The TDS, the

pickup current, and the second zone operating time are optimized to achieve coordination

in three critical points.

In a different methodology, Haron et al. [72] propose the coordination of overcur-

rent, directional overcurrent, and differential relays for distributed generation and micro-

grid systems. The proposals of the references described in the previous paragraphs are

condensed in Table 1.2.
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1.3 MOTIVATION AND PROBLEM STATEMENT

Despite the newer and more sophisticated protection principles, the overcurrent relay is

far from entering into disuse, its simplicity and low cost are main advantages in com-

parison with other principles. The implementation of this technique is still widely used in

subtransmission and distribution lines as well as in applications where the implementation

cost of pilot, distance, or differential relays is not sustained.

The IEEE, IEC, and AREVA institutes in accordance with the computational capa-

bilities of the time and aiming to prevent curves incompatibility established standardized

inversion grades for the OCR inverse-time curves. In radialsystems, designing curves

with equivalent inversion grades is an advantage for coordination purposes; an example

of this case was depicted in Figure 2.2(b) where the TDS is changed while the inversion

grade is maintained. Given that the short-circuit current seen by a pair of relays in this

kind of systems is the same and supposing similar load currents, the coordination can be

ensured for practically all curve length, thus the standardis logical and applicable.

The curves performance in radial systems is remarkable nevertheless those systems

coordination do not suppose a major challenge in power system protection while coor-

dination in bilateral supplied and interconnected systemsdoes; it is precisely in those

cases when the efficiency of the standards is questionable. Figure 1.2 presents an example

where a pair of relays is coordinated; both relays are using avery inverse IEEE charac-

teristic curve and the coordination current seen by both relays is supposed to be equal.

As can be appreciated the use of curves with the same inversion grade does not guarantee

the avoidance of possible curve crossings; moreover on thiscase the coordination is lost

— because the curve separation is less than theCTI — long before the crossing point is

presented, as depicted by the shaded region.

Since modern digital OCR basically a computer, they are capable of calculating

their own characteristics from given parameters. Furthermore, state-of-the-art optimiza-

tion methods and current computer capacities allow the computation of acceptable ad-
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Figure 1.2: Curves crossings presented in a coordination pair.

justable settings that might reduce the relays tripping time and reduce or even avoid pos-

sible curves crossings in a reasonable short period of time;by exploiting these options the

OCR coordination performance may be improved, consequently obtaining safer systems.

Another limitation of overcurrent relays is their lack of sensitivity for faults near or

under the pickup current. At this moment, related works havefocus their efforts to coor-

dinate distance-relays as main protections while considering OCR as backups. Since the

aim of this thesis consists in improving the overcurrent relay performance and therefore its

field of application, an alternative that combines distanceand overcurrent relay protection

principles is also presented.

The novelty of this research is the use of all five overcurrentrelay parameters as

adjustable settings. The second contribution is the consideration of more than one short-

circuit level to carry out the coordination process. The problem will be faced through

the implementation of an exact method known as sequential quadratic programming and

two heuristic algorithms, genetic algorithms and Invasive-Weed Optimization methods

(IWO); while genetic algorithms have been successfully used to solve the coordination

problem for several years, the implementation of the weed method has not been reported.

In addition, the use of quadratic programming method with input values obtained from

heuristic methods is also an original idea.



CHAPTER 1. INTRODUCTION 14

The last novelty of this proposal is the implementation of distance-relays just in lines

where the overcurrent ones are insensitive, their trippingtimes are elevated, or when OCR

coordination cannot be achieved; therefore this thesis is focused in the OCR improvement

and distance-relays are used to bring an integrated solution in power system protection.

1.4 HYPOTHESIS

The objective of the overcurrent relay coordination is keeping the inverse-time curves of

the coordination pairs as close as possible — maintaining between them a gap called CTI

— for a region of short-circuit currents; with the aim of preserving curves compatibility

and considering computational capacities at the time, thisprocess has been carried out

considering standardized inverse-time curves.

Technology has been growing faster than several other economic sectors, as a result

computers are evolving and becoming more powerful year after year; this fact impacts

engineering and any other sciences, enabling possibilities that years ago seemed out of

reach. The hardware of digital relays is now capable to perform simple calculations and

readjustments, moreover computers are capable of running optimization algorithms and

performing coordination tasks. The facts mentioned above lead us to state the hypotheses

of this thesis:

• The consideration of all OCR parameters as adjustable settings may lead the protec-

tion system to improve its performance by reducing the tripping times for maximum

and minimum short-circuit currents while conserving curves compatibilities.

• The use of close-end three-phase and far-end two-phase faults with the remote relay

open as frontier coordination currents — as well as an intermediate magnitude be-

tween those — in the objective function, may guarantee the curves compatibilities.

• Since metaheuristic methods are robust, adaptable to different problems, non de-

pendant of good initial guesses, and have remarkable exploration and exploitation

capabilities, they seem to be the best choice to face the coordination process.
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• Genetic algorithms are proven to perform well while facing the coordination prob-

lem; since invasive-weed optimization method is also a nature-inspired algorithm

but based only on mutation operators, it can be adapted and implemented to solve

this problem obtaining good results.

• The implementation of an exact method may be difficult because of the search space

size and its good initial approximation necessities, nevertheless the implementation

of a nonlinear algorithm during or after metaheuristic simulations may improve the

coordination result by locating the closer optimal result.

• The addition of a routine capable of including distance-relays where overcurrent

ones are not capable of achieving coordination may provide an integral solution to

this problem.

1.5 OBJECTIVES

The general objective of this thesis is to implement an optimization method that, consider-

ing all the overcurrent relay parameters as adjustable settings and consequently obtaining

non standardized inverse-time curves, achieves the OCR coordination for different levels

of short-circuit current. Moreover, the particular objectives are listed below:

• The first particular objective is the accomplishment of a complete review of the

related work, specially focused in the state-of-the-art inovercurrent relay coordina-

tion.

• The following objective is centralized to adapt and implement nonlinear and meta-

heuristic optimization algorithms capable to solve the coordination problem.

• A third objective is the development of a methodology adequate to achieve OCR

and distance-relay coordination, followed by its adaptation and integration to the

implemented algorithms.
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1.6 THESISSTRUCTURE

The present thesis is divided into five chapters, the first onepresents the introduction, the

state-of-the-art enlists related work on this topic in order to highlight the main contribu-

tions and establish the characteristics that distinguish this work from any other. Finally

the problem statement, hypothesis and objectives are also presented.

The second chapter discusses the background of this project; it is divided into two

main parts, the first one introduces protective relaying coordination theory as well as the

protection principles addressed on this work. The overcurrent relay limitations and the

proposed techniques to face them are also postulated in those sections. The second main

part describes the optimization methods implemented to solve the coordination problem

either in this or different works.

Chapter 3 details the implementation of the optimization methods used to face the

overcurrent and distance coordination problem. In the fourth chapter the conducted ex-

periments and the obtained results can be seen. The last chapter is devote to present the

conclusions and contributions reached from the results section, in addition future work

ideas are explored.



CHAPTER 2

BACKGROUND

The aim of this chapter consists in presenting the background of this thesis. The chapter is

divided in four sections: the first and second present conceptual information and general

concepts about overcurrent, and overcurrent and distance-relay coordination; the last one

describes different optimization methods implemented to solve the coordination problem.

2.1 OVERCURRENTRELAY

Theovercurrent relay[73–76] is the simplest, cheapest, and oldest among all protection

principles. Despite the increased use of more sophisticated protections, it is still com-

monly used as phase primary protection on distribution and subtransmission systems and

as a phase secondary protection on transmission systems. More than a century has passed

since OCR was developed and it is still used with almost any modification [77].

Based on their tripping characteristics, overcurrent relays are classified in definite

current, definite time, and inverse time. The definite current characteristic immediately

triggers the relay when a certain current magnitude is reached; this option allows fast trip-

ping for faults located at long distances, nevertheless presents the drawback of lacking

selectivity before overload conditions. The second approach allows the protections engi-

neer to set a definite time operation for a determined range ofmeasured currents, defining

different tripping steps may increase the relay’s selectivity however the tripping time for

the biggest currents can be slow. The last and most common tripping characteristic is the

17



CHAPTER 2. BACKGROUND 18

I, Amperes

t,
se

co
n
d
s

Definite current
Definite time
Inverse time

Figure 2.1: Definite current, definite time, and inverse time overcurrent characteristics.

inverse time curve, this option requests faster operationsas the short-circuit current grows

and vice versa; throughout this work the last approach will be the only one referred. The

three overcurrent relay characteristics are illustrated in Figure 2.1.

One of the assets of the inverse time relay is its relative selectivity, that means that

it is designed to operate asmain protectionfor the line where it is placed and as abackup

protectionfor any adjacent line. The principle is straightforward: the OCR gives a signal

to trip the protected line when a measured current is greaterthan the previously setpickup

current (Ipickup).

A common approach consists in setting theIpickup to a magnitude equal to or greater

than 1.5 times the maximumload current(Iload) flowing trough the line where the relay

operates as a main protection; nevertheless in some of the reported works detailed in the

following chapters, thepickup current multiplier(Pm) is reduced to 1.25. The objective

of thePm is the avoidance of relay operation under temporary overload conditions that

can be considered as normal system operation. Thus theIpickup is computed as shown by

Equation 2.1.

Ipickup = Iload × Pm. (2.1)

The tripping time of an overcurrent relay for a given short-circuit currentIsc is com-
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puted using Equation 2.2, defined by the Institute of Electrical and Electronics Engineers

(IEEE) in the standard C37.112-1996 [78]:

t =





A
[

Isc
Ipickup

]p

− 1
+ B



× TDS, (2.2)

where

t = tripping time,

Isc = short-circuit current,

Ipickup = pickup current,

TDS = time dial setting, and

A,B, p = Time curve characteristic constants.

An inverse-time characteristic curveis designed for each relay of the system, it

can be obtained by evaluating the previous equation for differentIsc magnitudes. The

curve indicates the time that the relay will take to trip a fault of a given magnitude; it is

asymptotic to theIpickup, consequently the tripping times for currents near to that value

tend to infinite. The characteristic constants are responsible to give the inversion grade to

the curve, and the TDS is a time multiplier which moves the curve along the vertical axis

while keeping its inversion grade unaltered.

The methodology followed to design an inverse-time curve consists of the selection

of proper values of TDS,Pm, and one of the three sets of characteristic constants estab-

lished in the IEEE standard [78]. Diverse curve constants are used by different institutes,

for example the sets used by AREVA [79] and the InternationalElectrotechnical Commis-

sion (IEC) [80] as listed in Table 2.1. Since the relay employs a single adjust to operate

as main and backup protection, the security of the protectedsystem relays on a correct

parameter selection and curve design. The aim of limiting the curve to certain inversion

grades consists in giving more compatibility among all the OCR curves in the system. The

topic is discussed in further etail in the next section.

The IEEE defines three standardized inverse-time curves known as theModerately
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Table 2.1: IEEE standardized curves characteristic constants.

Institute Curve A B p

IEEE
Moderately Inverse 0.0515 0.114 0.02

Very Inverse 19.61 0.491 2
Extremely Inverse 28.2 0.1217 2

IEC
Normal Inverse 0.14 0 0.02

Very Inverse 13.5 0 1
Extremely Inverse 80 0 2

AREVA Short-time Inverse 0.05 0 0.04
Long-time Inverse 120 0 1

Inverse(MI), Very Inverse(VI), andExtremely Inverse(EI), their predefined characteristic

constants are illustrated in Table 2.1. Figure 2.2(a) showsan example of the three curves

plotted in a bilogarithmic scale; the inversion grade is remarkably different for each one

of them, so that their names are appropriate to distinguish one from another. In Fig-

ure 2.2(b), the previously mentioned multiplicative effect of the TDS on the inverse-time

curves is depicted; generally, values from 0.5 to 15 can be defined as time dial settings for

overcurrent relays. Nevertheless, given that the trippingtime is directly proportional to

TDS magnitude, big values are not often used. The TDS selection range can be considered

continuous for digital relays or discrete for electromechanical ones.

As stated in previous paragraphs the tripping time tends to infinity while Isc becomes

closer to the pickup current. This behavior is exemplified inthe case used to compute the

curves depicted in Figure 2.2(a); in this example theIpickup equals 460 A but the tripping

time of the very and extremely inverse-time curves for a current near 600 A is respectively

around 20 and 60 seconds, a slow operation time for coordination purposes. Because of

that, the region comprehended from 1 to 1.5 times theIpickup is commonly not considered

during the coordination process.

With the objective of ensuring that the relay is capable of detecting a fault magnitude

and tripping the line in a reasonable amount of time, before the coordination process is

carried out overcurrent relays that exercise as backups aresubjected to a sensitivity filter.

A sensitivity indexη is given by Equation 2.3; it consists in the quotient of the pickup
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Figure 2.2: IEEE standardized inverse-time curves and the TDS effect onthe curves design.

current and the two-phase (2φ) fault located at the far-end of the adjacent line with the

remote relay open. The relays that obtainη ≤ 1.5 are considered insensitive and taken out

of the coordination process; since each relay may be backup of different protections, it is

important to clarify that it can be insensitive for certain pair and sensitive for others:

η =
I2φsc

Ipickup
. (2.3)

2.1.1 OVERCURRENTRELAY COORDINATION

The main task of protective relaying engineering is coordinating the protective devices.

Overcurrent protections are set to clear the faults on the main lines and to operate as back-

ups for adjacent lines. The complexity of the problem increases exponentially as the power

system grows; for example, theradial system of four buses and three relays shown in Fig-

ure 2.3(a) can be easily coordinated, nevertheless, the addition of one interconnected node
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(b) Example of a five bus interconnected system with bilateral generation.

Figure 2.3: Two examples of power systems.

and bilateral generation, can transform this task to a rather difficult one. The number of

relays to coordinate increases from three to ten with this slight modification as illustrated

in Figure 2.3(b).

The Iload is necessary to calculate theIpickup, moreover the coordination process is

performed considering the maximum fault magnitude, commonly caused by three-phase

(3φ) faults, consequently flow and fault analysis have to be carried out since their results

are needed to coordinate the protections. The load demand and the results obtained by a

fault analysis are well known by the system operators, consequently they could be either

computed or retrieved from historical data.

The main characteristic of radial systems is their load-flowdirection; considering

loads connected in nodes 2, 3, and 4 of Figure 2.3(a) and a short circuit occurrence in bus

4, the current will flow from node 1 to the fault point, i.e., indownstreamdirection. The

coordination process starts by setting the curve parameters of downstream protections,

setting relay 34 to trip its main line as fast as possible for aImax
sc ; the load connected to

node 4 is considered asI34load. Moreover the relay 23 is adjusted as main protection for

the line 2–3 and also as backup of the relay 34; theI23load will be equal to the sum of
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loads connected to nodes 3 and 4. This process will continue until the relay closest to the

generator is coordinated.

The unilateral load-flow in radial systems makes the use ofdirectional-overcurrent

relaysunnecessary. On the other hand, in aninterconnectedpower system the current

flows in both directions, and consequently the use of DOCR is required. Let us consider

a fault located at the 80% of the line 2-3 of the system depicted in Figure 2.3(b), it can be

seen that the fault contribution will come from both sides ofthe line; theelectric distance

between relays 32, 34, and 35 and the fault location — and consequently the measured

fault magnitude — is practically identical. The relay 32 must trip its main line, but an

operation of the relays 34 and 35 will implicate an undesirable outage of non faulted

lines. Broadly speaking, the directional function will allow or prevent the operation of the

relay for faults occurred in an specific direction [75].

The coordination process will be explained using Figure 2.4. Supposing a three-

phase faultf1 occurring in the line 2–3, the relays 32 and 23 had to clear thefault as main

protections nevertheless let us assume that just the first ofthem accomplished its task. As

a consequence of that malfunction, the fault is still being fed by the generators located at

the nodes 1 and 4.

Directional function prevents relays 21 and 24 from detecting this fault, therefore the

protections 12 and 42 are appropriate to operate as backups of the faulted relay, isolating

the fault and preventing it from keeping spreading towards the rest of the system. The

relays 12 and 23, as well as the relays 42 and 23 formcoordination pairs, namely, a pair

of relays in which one of them is backup of the other. A relay can be part of as much

coordination pairs as adjacent lines are located in its tripdirection, meaning that each

relay can be backup of multiple relays, as well as multiple relays can be its backups.

Thecoordination current(Ic) is the maximum current seen by the backup relay after

the occurrence of a fault located on the main zone of its pair.As its name suggests, theIc

is the current used to carry out the coordination. In Figure 2.4 the fault magnitude seen

by relay 23 after correct operation of relay 32 is equal tox+y A, which is a combination
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Figure 2.4: Relay coordination is performed considering that one of therelays operates correctly.
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Figure 2.5: Two independent faults in a four bus system where a main relayfails to trip.

of the contributions coming from the lines 1–2 and 4–2, following the Kirchhoff’s first

law. The contributions do not necessarily have the same magnitude, so it can be said that

each coordination pair has an individual coordination current. Further, while the tripping

time of the main relay will be computed considering the full amount of current —x+y

A in this example —, the backup tripping time will be calculated considering just the

contribution of its line (x A). This situation is an example of an effect known asinfeed

current, presented in interconnected and bidirectional power systems.

The definitions of the latter paragraphs are complemented using Figure 2.5. It can

be noted that the relay 12 is a coordination pair of the relays23 and 24, therefore it has to

be adjusted to respond as backup if any of them fails. Assuming two independent faults

f1 andf2 occurring in different moments. It is supposed that for eachcase the relay on

the right operate correctly and the relay on the left fails totrip; the contribution from the

line 1–2 to each fault surely will have a different magnitude, consequently the relay 12

will operate as backup for more than one relay considering different coordination currents.

The complexity of the problem increases when the same relay has to be coordinated with

its own backups, although this example is not the case. Whilethe coordination process

is simple to achieve for small systems, the complexity growsrapidly as the system grows

either in nodes or interconnections.
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Figure 2.6: Close-end (f1) and far-end (f2) faults with open end.

In order to ensure that the backups will respond only if the main relay failed to

operate or if its operation is taking too long, the backup relays should not trip the line

immediately, but after a time delay calledCoordination Time Interval(CTI); in this thesis

theCTI magnitude is assumed to be 0.3 seconds when overcurrent relays are coordinated

between them. Thus, the desired tripping time of a backup relay (tdb) is equal to the sum

of the main relay tripping time (tm) and theCTI, as shown in Equation 2.4:

tdb = tm + CTI. (2.4)

This section is concluded by defining the fault locations considered in this thesis,

close-end and far-end faults are depicted in Figure 2.6. A common assumption in protec-

tive relaying is that one of the main relays will operate correctly; in this example, relay 21

is supposed to do so, consequently considering a fault with open end.

2.1.2 COORDINATION EXAMPLES

A numerical example of the overcurrent relay coordination process will be described in

the following paragraphs. Figure 2.7 illustrates a sectionof the IEEE 14 bus system [81],

widely used to test power system protection contributions.Considering a faultf1 located

in the close-end of the line 1–5, it is assumed that the relay 15 operates correctly while the

relay 51 fails to trip. The fault magnitude seen by the 51 relay is equal to the sum of the

fault contributions coming from nodes 2, 4, and the rest of the system. Let us considerf1

= 6638 A while the fault contribution seen by the relays 25 and45 is respectively 2005 A

and 3133 A. The data that will be used to solve this problem is condensed in Table 2.2.

The first step consists in computing theIpickup andtm using Equations 2.1 and 2.2.
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Table 2.2: Parameters used for the coordination example.

RelayID 51 25 45
Ic 6638 A 2005 A 3133 A
Iload 350 A 195 A 304 A
Pm 1.5 1.5 1.5
Curve VI VI VI

1 2

4

5 G
G 12

52

21

25

24

42

54 45

f1

x A

y Az A

Figure 2.7: Fault event on a section of the IEEE 14 bus system.

The main relay must trip as fast as possible, therefore the initial TDS is set to 0.5:

I51pickup = 350× 1.5 = 525A,

t@6638A
51 =

[

19.61
[

6638A
525A

]2
− 1

+ 0.491

]

× 0.5,

t@6638A
51 = 0.3071s.

The tripping time of the relay 51 for a short-circuit magnitude of 6638 A is equal

to 0.3071 s; therefore, the desired tripping time of the backup relays 25 and 45 for their

respective coordination currents is calculated using Equation 2.4, as follows:

t@2005A
25 = t@3133A

45 = (0.3071 + 0.3)s= 0.6071s.

Since in this exercise the only modifiable variable considered is the TDS, it has to

be isolated in order to obtain its magnitude for the backup relays. Equation 2.5 shows the

isolated equation, then, the TDS for the backup relays is calculated.
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Figure 2.8: Characteristic curves for the relays 25, 45, and 51.

TDS =
tdb





A
[

Isc
Ipickup

]p

−1

+B





. (2.5)

I25pickup = 195× 1.5 = 292.5A. I45pickup = 195× 1.5 = 456A.

TDS25 =
tdb

[

19.61

[ 2005A
292.5A ]

2
−1

+ 0.491

] , TDS45 =
tdb

[

19.61

[ 3133A
456A ]

2
−1

+ 0.491

] ,

TDS25 = 0.6619. TDS45 = 0.6634.

After selecting and calculating all the parameters, the inverse-time curves can be

obtained by evaluating Equation 2.2 for different levels ofIsc. Figure 2.8 shows the char-

acteristic curves of the relays 25, 45, and 51. The dot marks represent the tripping time

for the coordination current.

The next step of the process would be the coordination a new pair of relays, for

example the relay 12 as a backup protection and the 25 as a mainone. A three-phase fault
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with the relay 52 open will be simulated and the current of themain and backup relays

obtained. A similar process will be followed and after some iterations the coordination

will be completed. It is important to recall that all the relays have to operate without any

change on their configuration, i.e, the relay 25 with the samesettings has to be backup for

the relays 51 and 54, and also be backed up by the relays 12 and 42.

The last sentence leads to affirm that the coordination is an iterative process; if the

coordination between the pair conformed by the relays 12 and25 is not permissible, the

tripping time do not meet the expectations, or the obtained settings cannot be permitted by

the relay, several protections must be readjusted. Furthermore, since almost all the relays

have certain linkages any change on one of them might affect others, consequently it is

likely that the protections engineer might has to restart the whole process.

The previous calculations ensure the coordination of the relays for the commonly

used case, namely aclose-endmaximum fault with open end; however, a short circuit of

that magnitude occurs in less than the 5% of the fault cases. For a two-phase fault the

currents seen by the relays 51, 25, and 45 will be 4601, 1536, and 2941 Amperes. The

coordination error (ECTI) is calculated by subtracting the desired time from the obtained

time (to), namely the computed tripping time of the backup protection, as can be seen in

Equation 2.6. In order to obtain better coordination results, the error must be nonnegative

and as close as possible to zero. The tripping times of the relays for the mentioned two-

phase faults as well as theECTI are shown in Table 2.3.

ECTI = tob − tdb. (2.6)

As can be appreciated, the coordination error is negative for one of the cases, mean-

ing that the relays will fail to coordinate for faults of thatmagnitude. From this example

it can be concluded that even using the same kind of curves, the coordination is not guar-

anteed for a whole interval of fault currents. This problem is accentuated when the whole

coordination process is carried out for a whole system instead of just a couple of pairs.

Another point to conclude from this section is the need of an optimization algorithm

capable to deal with the coordination process. The complexity of the “hand-made” calcu-
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Table 2.3: Tripping times and coordination errors for a two-phase fault.

Relay ID

Result 51 25 45

t 0.374 0.813 0.646
ECTI - 0.138 -0.028

lations and the required iterations increase rapidly as thesystem grows; several researches

have been dealing with this problem over the last thirty years. Most of those works just

consider the TDS as a variable setting, the remaining ones consider also the pickup mul-

tiplier as another variable. Linear programming and heuristic methods have been used to

face the problem, as will be discussed in the following sections.

2.2 OVERCURRENT ANDDISTANCE RELAY

COORDINATION

Distance-relays[73–76] are one of the most used protections; this protection principle is

widely implemented to protect transmission lines and it is commonly used when the over-

current relay is insensitive or it presents slow tripping times. The principle is based on the

relay response to the ratio of voltage to current, namely theimpedanceat the relay loca-

tion. Broadly speaking impedance may refer to resistance, reactance, or both combined;

given that the impedance of transmission lines is directly proportional to their length —

and also fairly constant — distance-relays obtain their name since they operate according

to the distance between them and the fault location.

The operation principle of distance-relays can be easily described considering elec-

tromechanical elements. The principle is based in the equilibrium between the positive

torque produced by current — pickup torque — and the negativeone produced by voltage

— reset torque —. During normal operation the voltage torqueis greater than pickup one,

maintaining the relay unaltered; although, as a result of short-circuit events the current and

consequently the pickup torque increases whilst the voltage and reset torque will decrease
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or remain the same, causing the protection to trigger. Neglecting the control-spring effect,

the torque equation is given by:

T = K1I
2 −K2V

2, (2.7)

whereK1 andK2 are the current (I) and voltage (V) springs constants usingI andV as

root media square magnitudes. The equilibrium point is the edge that defines the moment

when the relay is about to operate; in this situation both torques are equivalent as described

by Equation 2.8. Isolating the ratio betweenV and I from this equation, the constant

impedance value that defines the protection tripping zone isdefined by Equation 2.9.

K1I
2 = K2V

2, (2.8)
V

I
= Z =

√

K1

K2

. (2.9)

The tripping characteristic that indicates the tripping and non tripping zones consid-

ering the voltage and current is shown in Figure 2.9(a). Moreover, Figure 2.9(b) shows

a more common and useful characteristic known as impedance or R-X diagram. The

impedance is represented by a vector with magnitude and phase and whenever the vec-

tor lies inside of the circle the protection trigger. The impedance design operates in the

four quadrants, encouraging the need of an additional directional element to discriminate

between fault locations; this design is now out of use and hasbeen replaced for different

characteristics.

The Mho characteristic — depicted in Figure 2.9(c) — overcomes the impedance

one limitations by moving the position of the circle and makeit pass through the origin.

This design is directional without the need of additional implementations. Moreover an

inductive load current is known for lagging voltage roughlyfrom 0◦ to 30◦, heavy loads

might move the impedance vector towards the origin and be identified as faults; mho char-

acteristic reduces sensitivity to possible load currents and increases it for currents lagging

from 60◦ to 85◦ degrees. There are different designs applicable to diversesituations for

example the offset mho and the lens characteristics illustrated in Figures 2.9(d) and 2.9(e);

those examples among others can be further reviewed in the referenced books and articles.
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Figure 2.9: Examples of different distance-relay characteristics.

Distance-relay provides protection for the line where it islocated and can be ad-

justed to function as backup for adjacent lines or remote sections. The adjust consists in

defining up to three definite time tripping steps known as protection zones. The first zone

is set to protect around 80% of the main line, the second one must protect the rest of the

first line and at least 20% of the adjacent one, lastly the third zone protects the remaining

percentage of the adjacent line and sometimes up to 30% of thesecond adjacent line; each

zone has its own tripping time that will be referred astz1, tz2, andtz3.

Figure 2.10 illustrates the three zones of protection; the R-X mho diagram with the

three operating circles of the relay 12 is shown in Figure 2.10(a) while the line coverage

of each relay and their zones can be seen in Figure 2.10(b). The directional relays coordi-

nation problem seeks to define the percentage of the line covered by each protection zone

as well as the tripping time of the second and third zones, considering that no intentional

delay is assigned to the first one.
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Figure 2.10: Distance-relay coordination.

The coordination process increases its complexity in real-life applications where

multiple adjacent lines with different lengths and bilateral generation are common factors.

The line lengths will cause the second zone to under or overreach the desired coverage

— depending on which line percentage is used to compute the second zone distance —

while the infeed effect will cause the protection to detect an impedance greater than the

real, underreaching the fault and causing an increased tripping time.

A possible solution to this among other problems consists inthe redundancy pro-

vided by the implementation of different protection principles likepilot and overcurrent

protection; nevertheless the coordination complexity increases even more when a protec-

tion principle has to be coordinated with different ones. The following paragraphs will

describe the general coordination process between distance and overcurrent relays.

The coordination between different protection principleshas become an important

topic explored by different researchers in recent years as will be discussed in Section

1.2.2. Since the protection principles combination increases the problem variables and

restrictions, the coordination problem complexity grows.

Figure 2.11 represent a radial system with mixed distance and overcurrent protection

principles; distance-relay 23 backups OCR 34 and it is backed up by OCR 12. The attained

case presents six critical points that need to be coordinated by obtaining a time gap equal

or greater than theCTI; each point is represented with letters A to F.
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Figure 2.11: Coordination points in distance and overcurrent relays coordination.

The first and third zones do not represent a mayor challenge since they just have

one critical point located in the close-end and far-end positions of lines 2–3 and 3–4;

although the second zone presents two coordination points with each of the overcurrent

relays. All six restrictions have to be added to the ones presented in the OCR-OCR and

distance-distance-relay coordination.

2.3 OPTIMIZATION METHODS

Some of the common definitions of optimization include: to make something as good

or perfect as possible, to look for the better way to carry outan activity, or to find the

best solution candidate among a given population. The termbestimplies that there can be

other solutions with less qualifications. Avariableis a symbol that represents an unknown

number, asolutionis conformed by one variable or a set of them.

Depending on the faced problem, variables can be allowed to take just certain mag-

nitudes; these limitations are called systemrestrictions. A solution that overcomes the

systems restrictions is calledfeasible. An Objective Function(OF) identifies the aptitudes

that a solution has to have in order to be considered better than others, it can also con-

template penalties for solutions that infringe the system restrictions. Thesearch spaceis

the region where all possible solutions can be found, the feasible region comprehends all

possible feasible solutions [82–84].
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Figure 2.12: Global and local optimal solutions. The global optimum is the best solution of the
entire search space while local optima are the best of their surroundings.

If the goal of the problem is to find the minimum value of a function, the OF is

commonly known ascost function; on the other hand, for problems where the objective

is maximizing a function value, the OF is also calledfitnessfunction. The result that an

individual obtains after being evaluated by the objective function is known as Fitness (f).

A feasible solution that satisfies the objective function and minimizes — or maxi-

mizes — it is calledoptimal. A global optimumis a solution that is better than — or at

least as good as — any other feasible solution of the problem;moreover, alocal optimum

is a solution that is better or equal to the solution obtainedby itsneighbors, or the elements

located in the surroundings of the search space. An example of local and global optima

concepts is illustrated in Figure 2.12. The size of the search space plays an important role

on the difficulty of finding a local or global optimal solution, it grows if more variables

are considered or if their sampling interval is modified.

Optimization does not necessarily imply perfection. An optimal solution can be

found for a determined system and yet, not be perfect. Systems with restrictions based on

time minimization, thresholds, and tolerances may serve asexamples of this affirmation.

Nonlinear optimization problems may have several locally optimal solutions;heuristic

and gradient based methods converge to one of these configurations and the user should

be aware that this may or may not be a global optimum solution.Despite this, there may

exist some scenarios where it can be assured that the local optimum is in fact a global one,

for example in concave or convex optimization problems.
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Combinatorial optimization[85–87] consists in finding the best solution among all

feasible ones considering a finite set of candidates. This kind of problems are considered

complex because their search space is commonly big. Perhapsthe most common and im-

portant problem on this field is the Traveling Salesman Problem [88], roughly its objective

is to find the shortest tour through a given set of cities.

As stated in Chapter 1, in the the simplest case of the protective devices coordi-

nation problem a configuration of discrete settings is computed and selected within a

predefined selection range, the above description allows totreat this problem as a case of

combinatorial optimization. The total of possible combinations increases exponentially in

accordance with the total variables considered as adjustable settings, the sampling interval

of those settings, and the total of relays or system size; this exponential growing is known

as combinatorial explosion[89]. Brute-force searchmethods seek to perform either a

systematic or random search among all possible solutions, i.e., an exhaustive search; this

approach or related ones should not be implemented when the coordination problem is

treated, the reasons are discussed in the following paragraphs.

Supposing a small ten relays system that is going to be coordinated considering just

one adjustable setting with five possible values or samples.The total generated combina-

tions would be equal to510 — 9,765,625 combinations —. The size of this search space

should not be a problem for current computers and the solution might be obtained per-

forming an exhaustive search. Nevertheless if five adjustable settings are considered, the

total combinations is given by Equation 2.10:

Tc = (sA × sB × sp × sPm
× sTDS)

Tr, (2.10)

where:

Tc = Total combinations,

s = Total samples of each parameter,

Tr = Total relays.

In order to get closer to the problem treated on this thesis, five adjustable settings are used

in the next example. Considering from one up to ten relays andassuming that each setting
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Table 2.4: Combinatorial explosion in a protection system.

Tr Tc tsim Tr Tc tsim
1 3.13E+03 92.3 fs 6 9.31E+20 7.64 hours
2 9.77E+06 288.41 ps 7 2.91E+24 2.76 years
3 3.05E+10 901.28 ns 8 9.09E+27 8.63 thousand years
4 9.54E+13 2.82 ms 9 2.84E+31 26.98 million years
5 2.98E+17 8.8 s 10 8.88E+34 84.33 billion years

can be adjusted to one value among five, Table 2.4 shows the combinatory explosion

produced in this problem. A computer performance can be measured in Floating-point

Operations Per Second (FLOPS) [90]. At present, the China’sTianhe-2 is the world’s

fastest supercomputer and can perform an average of 33.86 PFLOPS [91, 92]; the time

that this supercomputer would take to perform those calculations — if we assume that the

full system coordination consists in just one floating pointoperation — is shown on the

third column of Table 2.4.

Let us put these numbers into perspective; first, consider a base area that is equal

to five times the pitch size of the Wembley Stadium — 105× 68 square meters× 5 —,

then each possible solution is represented with a Lego brickidentical to the one illustrated

in Figure 2.13(a). Each brick is aligned to cover the complete base area and the bricks

are joined to build layers. The Burj Khalifa is currently thetallest building in the world

with 828 meters of height and roughly 100 meters of base diameter — if we consider a

round area —. The surface used in our example would be 4.54 times the base area of this

building and still, considering just four relays, a 1053.50meters tower could be build as

illustrated in Figure 2.13(b). The Tianhe-2 supercomputeris so fast that performing an

exhaustive search, it would theoretically take just 2.82 milliseconds to find the best brick

in our Lego building.

The computer performance is still fast when five relays are considered, but from that

point the combinatorial explosion starts to become an important factor. The length of the

tower combining six relays would be equal to 12.68 round trips to the moon, an exhaus-

tive search for a system with this search space dimension would last almost eight hours.
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Figure 2.13: A tower taller than the Burj Khalifa can be build if each solution is represented with
a Lego brick.

Programming the same methodology adding just one more relaywould be equivalent to

a search space length equal to 107.46 round trips to the sun and the computer would take

almost three years to obtain a result.

Unreachable computing times are obtained after this point;the computation time

would be greater than eight thousand years and the tower length equal to 10.62 light-years

considering just eight relays, five adjustable settings, and five samples per setting. The

simulation time if 10 relays are considered would be greaterthan 18 times the age of the

planet earth.

The importance of this analysis grows if we consider three facts: 1) a small power

system, for example the IEEE 9-bus test system has up to 12 line protection relays [93];

2) the protection system relays settings are commonly considered continuous, or at least

with a smaller sampling interval, and 3) the conventional computer used in this thesis

has 8.0 GB of RAM and an Intel Core i7 3537U 2GHz processor, enough to perform an

average of 63 GFLOPS [94], and consequently being half a million times slower than

the supercomputer used in the example. The size of the searchspace of this problem

tend to infinite proportions, in consequence the protections engineer should avoid using

brute-force or similar methods to solve it.
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Heuristicsare methods adapted to solve an specific problem reducing thecompu-

tational effort while increasing theexplorationof the search space [95]; in contrast with

analytical methods, rather than exact solutions they offergood enough results in a reason-

ably small time. Moreover,metaheuristicsare heuristic methods oriented to solve general

problems, or those that do not have an specific algorithm or heuristic capable to solve

them [96]. Metaheuristics have grown in popularity over thelast years because they offer

good approximations to complex problems and are quite easy to adapt.

The provided information about the complexity of this problem helps to aim to the

implementation of this kind of methods in order to solve it. With the objective of locating

optimal regions, metaheuristics can be implemented to analyze and explore the search

space in the shortest amount of time. Once this regions are found, exact methods might

offer goodexploitationof those regions. On the following subsections, the optimization

methods implemented to solve the problem on this thesis are going to be described.

2.3.1 CALCULUS-BASED OPTIMIZATION METHODS

Calculus-based optimization schemes are perhaps the most popular optimization tech-

niques [97], and these methods are the elementary form ofnonlinear programming. The

general idea is to search for local optima by finding extremalpoints obtained when the

derivative of the analyzed function is equal to zero.

Nonlinear Programming (NLP) [98–101] is a mathematical sub-field defined as the

process of solving an optimization problem where either theobjective function or one of

the constraints are nonlinear. A function or system is nonlinear when the superposition

principle is not satisfied, i.e., its output is not directly proportional to its input, the effects

of the input factors is not completely additive, and the parts conforming the system cannot

be reassembled obtaining the same output [102].

Nonlinear programming can be comprised byconstrainedandunconstrainedprob-

lems. While unconstrained optimization does not require todelimitate the magnitudes
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of the parameters to optimize, constrained problems demandthose settings to possess a

desired characteristic, dealing with equality and inequality constraints.

The search algorithms used in NLP can be roughly classified into direct and indirect

search algorithms. The direct algorithms depend only on theobjective function and does

not take into account its partial derivatives. This methodsapply to single-variable func-

tions; successive search points are iteratively determined with the goal of narrowing the

interval of uncertainty, i.e., the zone that it is known to contain the optimal solution point,

until the termination condition is met. On the other hand, the indirect algorithms are based

on matrices of the first (Jacobian) and often second (Hessian) derivatives or gradients of

the objective function. The basic idea of indirect methods is to generate a route following

the direction of the function gradient until it becomes null[103, 104].

Nonlinear programming methods have limited information about the problem and

still are effective to find extremal points of the evaluated function; the current solution

point, the value of the objective function at the current point, the results of the constraints,

and the jacobian and hessian matrices are sufficient information to determine if the actual

solution is a minimum or maximum point [83]. Nevertheless, unless the evaluated func-

tion has only one solution, it is not possible to know if thereis a better local optimum or

if the method found the global one.

As can be deducted, NLP methods are highly dependant on the initial solution, con-

sequently different inputs may converge to different solutions, something that it is not

completely desirable when it comes to optimize. This situation is caused by the method-

ology followed by this kind of algorithms, where the function gradient is tracked in order

to ascend or descend towards an optimal solution.

In addition to these complications, unlike linear programming problems, the optimal

point is not necessarily located in an extreme point, but it can be on the boundary of

the feasible region or in an interior point as depicted in Figure 2.14. Furthermore, the

problem constraints might lead to a discontinuous solutionspace, increasing the difficulty

of finding a feasible initial solution [97, 105].
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Figure 2.14: An optimal solution for a nonlinear system may be located in a) an extreme point, b)
a non extreme boundary, or c) an interior point. The search space might present discontinuities (d)
caused by the restrictions.

The dependence of computing the gradient in order to direct the search path can

achieve optimal results on a local scale, for relatively simple problems with a small amount

of variables and boundaries, these methods can be the best option; but for systems involv-

ing complex search spaces that contain multiple peaks and discontinuities this approach

may face different drawbacks. The construction of a feasible initial solution may be a hard

work, the algorithm might has to try several random initial points or even use a different

approach in order to get a feasible point and start the convergence process. Given that an

initial guess is found, there is no guarantee that this pointis even close to the absolute

best solution, consequently more random points have to be tested in order to achieve a

solution that might not be as good as expected. This problem can be faced by using an

exhaustive search, an option that is clearly not a good one when solving the coordination

problem. Another important requirement that cannot be always fulfilled is the existence

of derivatives, a medullar part of some of these methodologies.

Robustnessis a significant asset of every optimization method. When an optimiza-

tion technique is applied to solve a problem and obtain the desired settings, configuration,

or any result required by a given scientific research, industrial application, et cetera, it is

important to test and then to inform how well this methodology might perform in case of

different initial conditions, restrictions, dimensions,characteristics, and any other features

that lead to a dissimilar system.

The last two paragraphs help to conclude that, even when theyperform well obtain-

ing the optimal settings within the surrounding neighborhood, calculus-based optimiza-
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tion methods are not capable to provide robust search for some complex systems [84, 97].

Newton’s-based methods and sequential quadratic programming concepts are described

on the following paragraphs.

2.3.2 NEWTON’ S-BASED METHODS

Newton’s method is a numerical analysis method used to find a sequence of approxima-

tions to the zeros of a function. Given an initial guessx0 for a real differentiable function

f and its first derivativef ′, a better approximation of the function root is given by Equa-

tion 2.11. This process is followed until a root is found. An example of Newton’s method

considering a one-dimensional function and three iterations is shown in Figure 2.15. The

point where the tangent of the initial solution crosses the horizontal axis is considered as

second point; the process is repeated until a stopping criteria is met;

x1 = x0 −
f(x0)

f ′(x0)
. (2.11)

In unconstrained optimization, Newton’s method is an iterative method oriented to

find the roots of a twice differentiable function. The generalized method consists of cre-

ating a sequence of solutions (xn) that converges towards a local maximum or minimum

(x∗) by using the vector of partial derivatives (∇f(x) in Equation 2.13) and the inverse

of its Hessian matrix (∇2f(x)) — matrix of second-order partial derivatives in Equation

f(
x)

x0x1x2

Figure 2.15: Example of Newton’s method.
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2.14 —. The method is defined in Equation 2.12. The iterative process is repeated until

f(xn+1) is sufficiently close to a root of the functionf(x):

xn+1 = xn − [∇2f(xn)]
−1∇f(x), (2.12)

∇f(x) =
∂y

∂x

(

∂f(x)

∂x1

+
∂f(x)

∂x2

+ . . .+
∂f(x)

∂xn

)

, (2.13)
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. (2.14)

Newton’s method is known for obtaining excellent results onlocal convergence if

the initial approximation is close enough to the optimal value. The need for twice differ-

entiable functions allows this method to change the step size on each iteration, obtaining

rapid convergence for some cases and consequently performing better than other methods;

nevertheless, the computation of the Hessian is not possible for some scenarios, it can also

be expensive to compute, and the result of the iteration is undefined when this matrix is

singular.

An alternative that can reduce the computational effort produced by computing the

partial derivatives on each iteration is que quasi-Newton method. This method can be

used even when the Jacobian or Hessian are not available or when they are expensive or

difficult to compute. The general idea of this methods consists of applying successive

approximations — defined in Equation 2.15 — of the inverse of the Hessian matrix (Bn)

to improve the convergence process. TheBn matrix is recursively computed using for

example the approach proposed by Broyden [106]:

Bn = Bn−1 +
(yn −Bn−1sn)

|sn|2
s⊺n, (2.15)

yn = ∇f(xn)−∇f(xn−1), (2.16)

sn = xn − xn−1. (2.17)
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2.3.3 SEQUENTIAL QUADRATIC PROGRAMMING

Sequential Quadratic Programming (SQP) [107–110] — proposed by Wilson [111] in

1963 — can be seen as a general form of Newton’s method. SQP hasevolve to become

one of the most effective and successful methods for the numerical solution of nonlinear

constrained optimization problems, it generates sequential steps from the initial point by

minimizing quadratic subproblems. The simplest form of SQPalgorithm uses a quadratic

approximation (Equation 2.18) subject to linearized constraints to replace the objective

function.

qn(d) = ∇f(xn)
⊺d+

1

2
d⊺∇2

xxL(xn, λn)d, (2.18)

whered is the difference between two successive points. The hessian matrix of the la-

grangian function is denoted by∇2
xxL(xn, λn); an approximation of this matrix is per-

formed on each iteration using a quasi-Newton method. The quadratic approximation of

the Lagrange function (Equation 2.19) is the base of the problem formulation.

L(xn, λn) = f(x) +

m
∑

i=1

λigi(x). (2.19)

Given a nonlinear programming problem:

minimizef(x)

subject tob(x) ≤ 0,

c(x) = 0.

(2.20)

Simplifying the general nonlinear problem, a quadratic subproblem is obtained by

linearizing the nonlinar restrictions, the subproblem is defined as follows:

minimize ∇f(xn)
⊺d+

1

2
d⊺Hnd

subject to ∇b(xn)
⊺ + b(xn) ≤ 0,

∇c(xn)
⊺ + c(xn) = 0,

(2.21)

whereHn is the BFGS (Broyden–Fletcher–Goldfarb–Shanno) approximation of the hes-

sian matrix of the lagrangian function computation, required by the quadratic program

and updated on each iteration. The approximationHn is computed by:
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Hn+1 = Hn +
yny

⊺

n

y⊺nsn
−

H⊺

ns
⊺

nsnHn

s⊺nHnsn
, (2.22)

yn = ∇xL(xn+1, λn)−∇L(xn, λn), (2.23)

=
[

∇f(xn+1) +
m
∑

i=1

λi∇gi(xn+1)
]

−
[

∇f(xn) +
m
∑

i=1

λi∇gi(xn)
]

, (2.24)

sn = xn+1 − xn. (2.25)

The Hessian is recommended to be maintained positive by keeping y⊺nsn positive on

each actualization by initializing the method with a positiveHn. If Hn is not positive,yn

is modified until this requirement is achieved.

2.3.4 NATURE-INSPIRED ANDEVOLUTIONARY COMPUTATION

Nature-inspired algorithms [112–114] are problem-solving techniques that emulate pro-

cesses observed in different parts of the physical universe. Evolutionary Computation

[115–118] is a computer science area that refers to optimization techniques involving

evolutionary terms or Darwinian [119] principles such as reproduction, mutation, com-

petition, selection, struggle for survival, et cetera. Themain idea is that given an initial

population, the natural selection will lead to the survivalof the fittest, causing an improve-

ment of the population fitness over the generations.

Natural selection is a powerful heuristic, stochastic, trial and error competition

where the environment is previously defined and the same survival rules apply to every

individual. Their chances of survival and leave legacy are increased in accordance with

their quality or fitness, which depends on their adaptation ability. Each individual config-

uration orgenomecan be slightly or significantly different from another, bringing system

diversification. For example, some individuals can be better hunters while others can be

adapted to survive just with the leftovers; both of them might survive, giving plurality to

the next generation. The wild world is challenging and the best asset of a fit individual is

adaptation; in order to preserve the existence of it species, the individuals have to adjust

their performance based on the feedback received from the environment.
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Sometimes the classic deterministic optimization techniques cannot satisfy the non-

linear, non-differentiable, or other unconventional optimization problems — especially in

search spaces surrounded by local minima —, but this kind of problems have been solved

pretty well by nature [115]. As said before, optimization does not imply perfection, never-

theless nature inspiration algorithms can find results thatsatisfy the problem requirements

in a reasonable time.

Heuristic algorithms sacrifice the guarantee of obtaining aglobal optimum but they

can boast of robust adaptation characteristics. The nature-inspired algorithms can be

adapted to successfully solve an endless variety of problems involving planning, schedul-

ing, designing, modeling, simulating or setting almost anykind of activity or problem.

Several researchers, developers, and students of different research fields prefer to imple-

ment an already proven and robust evolutionary or nature-inspired algorithm rather than

spending time and effort on the design of an specific softwaretool for any new problem

they face.

Roughly, the natural selection process or evolution cycle is illustrated in Figure 2.16

and described as follows: On each generation, the best individuals have more possibilities

of being chosen to be either mutated, reproduced, or both, leading to a new set of candi-

dates or offspring. An example of the so calledgenetic operatorsis depicted in Figure

2.17. Considering functions of randomness or uncertainty,usually the average quality

of the next generation is improved. This process is repeateduntil one or more stopping

criteria is reached; for example, the simulations can be stopped when a desired goal is

obtained, a limit of time or generations is exceeded, or if the convergence slope is not

descending significantly.

The first attempt of emulating natural behavior in order to implement optimization

algorithms goes back to long time before the computers started to become a common fac-

tor. In 1948 Alan Touring proposed agenetical search[120, 121] as a mean to configure

his unorganized machines, he stated that the complex brain-like networks used to train

the machines to perform particular tasks can be well approached from the evolution and
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Figure 2.16: The cycle of evolution.
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Figure 2.17: The concept of a genetic algorithm.

genetics point of view. It was until the 1960s when John H. Holland introduced thege-

netic algorithms[122–124], a metaheuristic method that is going to be described in the

following section. Simultaneously, Lawrence J. Fogel et al. [125–127] proposed theevo-

lutionary programming; in this method, adaptive mutation is the maingenetic operator

while reproduction or crossover is mostly discarded. The progeny competes with their

parents and the fittest elements are selected to survive.

Later, Rechenberg and Schwefel [128–133] developed theevolution strategies; this

method uses both crossover and a self-adapted strategy of parameters mutation [134].

The fourth strong evolutionary algorithm is a machine learning technique that considers

elitism, crossover, mutation, and architecture-alteringoperations; thegenetic program-

mingmethod was presented by John Koza [135–138].
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(a) The initial population is
spread with random velocities.

(b) The food source position is
communicated.

(c) The swarm travels and con-
verge to the food source.

Figure 2.18: The concept of particle-swarm optimization.

This algorithm has produced human-competitive results forseveral instances and its

field of implementation is growing [137, 138]. In the 1990s this set of methods started

to be considered as subareas of a major field named evolutionary computation [117]. In

addition, thedifferential-evolutionalgorithm [139–143] is another evolutionary compu-

tation, stochastic, and population-based strategy that was introduced years later than the

other algorithms; it has been proven that it is a good strategy capable of solving problems

over a continuous space [144].

There is some other nature-inspired algorithms that are notpart of the evolutionary

computation, nevertheless they keep some similarities in the formulation, objective, cate-

gory, and of course in the inspiration source. Theparticle-swarm optimization[145–147]

is a powerful technique which demonstrates robustness to solve several problems in differ-

ent research areas [148]. The PSO keeps many similarities incomparison with a genetic

algorithm, but the main difference is that every solution has an assigned velocity, so it is

capable to travel over the search space.

Another method related to swarms is known as theAnt-Colony Optimization(ACO)

algorithm [149–152]. Introduced in 1992 by Dorigo [153] as part of his PhD thesis, it is

a method that emulates the behavior of an ant-colony while looking for food, pheromone

is left in by the ants in different places until an optimized path from the anthill to the food

source is found.
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(a) Some ants find food sources.(b) Pheromone paths are left in
accordance with the food quality.

(c) The shortest path to the best
food source is followed.

Figure 2.19: The concept of ant-colony optimization.

In addition, there is a relatively new metaheuristic algorithm namedinvasive-weed

optimizationmethod [154–157]. The strategy is based in a high exploration of the search

space by performing different mutation operators.

Some of the optimization algorithms introduced in the previous paragraphs have

been adapted to solve overcurrent and distance-relays coordination problems. The genetic

algorithms and the invasive-weed optimization method are used to solve the problem in

this thesis, consequently they are going to be described in amore detailed manner.

2.3.5 GENETIC ALGORITHMS

Genetic algorithms [82, 124, 158] are iterative, population-based metaheuristics devel-

oped in the 1960s by John Holland, his students, and colleagues. GA are based on the

natural selection theory proposed in parallel [159] by Darwin [119] and Wallace [160] in

the late 1850s. This methods are part of the evolutionary computation and were developed

to solve optimization problems and to study the self-adaptation of molecules in biological

processes; by combiningdirectedandstochasticsearches, they obtain a balance between

the exploration and the exploitation of the search space [161].
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Figure 2.20: Genetic algorithms methodology.

The methodology followed by the GA is depicted in Figure 2.20and each step

is briefly described next. At first, the population is randomly generated usinguniform

distribution; each member of the population is calledChromosome(Cx). Conformed by

genesor settings for all the system variables, chromosomes are candidates to obtain a

complete system solution. The population size commonly remains unaltered during the

simulation. Individuals are evaluated according to the objective function on each iteration

or generationwith the objective of identifying the fittest elements, which will have better

chances to survive.

The next step is a matter of life and death; it consists of selecting the chromosomes

that will be used to leave offspring and consequently discarding some elements of the

population. Several schemes may be implemented to carry outthis process [162, 163].

Truncationselects the firstn elements according to their fitness andtournamentselection

is based on the competition of a set of chromosomes.

In this thesisstochastic universal samplingandroulette-wheelselection are imple-

mented. Both methods consist on sorting the chromosomes from the fittest to the least

adapted; the individuals are then mapped to contiguous segments computed using Equa-

tion 2.26, these portions can considerfitness-basedor ranking-basedapproaches. While

the universal sampling selects by placing equally spaced pointers over the line of ranked
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chromosomes, the roulette-wheel spins to select each parent. Figure 2.21 depicts an ex-

ample of both methods.

Pi =
xi

∑N

j=1 xj

, (2.26)

where:

Pi = Portion of the roulette assigned to the chromosomei,

x = Fitness or ranking value of the chromosome,

N = Total of chromosomes.

Suppose a rough example where wireless sensors have to be automatically deployed

in a mountain — as illustrated in Figure 2.22 — with the aim of conform a network and

report hazardous situations by communicating the compiledenvironmental information.

The position of the sensors and the distance between them areused by the objective func-

tion. Considering a four chromosomes population, the supposed fitness results of each one

are displayed in the second column of Table 2.5 and the roulette portion assigned by the

fitness-based option on the third. There might be generations — specially the initial ones

— where the fittest element is much better than the others, on this example the best ele-

ment would cover the 70% of the roulette-wheel. This situation may cause the population

of selected parents to be dominated by this element, reducing the diversity and increasing

the possibility of premature convergence.

The second option is to designate a value equal to the inverseof the chromosome’s

ranking position; this action increases the selection possibilities of the least adapted and

brings population diversity. Another benefit of this approach is that the ranking values and

consequently the roulette portions can be defined since the beginning of the simulation,

avoiding further calculations on each generation and reducing the computational effort.

The roulette portions are also illustrated in Figure 2.21.

The offspring is generated through the implementation ofgenetic operators; repro-

duction orcrossover, mutation, andelitismare the most common ones. Crossover is the

main genetic operator. Two or more selected parents are randomly chosen to interchange
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Table 2.5: Roulette-wheel portion based on fitness and ranking approaches.

Cx Fitness Roulette portion Ranking Value Roulette portion
1 x− 1 6% 3 1 48%
2 2x+ 1 15% 2 1/2 24%
3 x2 + 3x 70% 4 1/3 16%
4 x+ 2 9% 1 1/4 12%

70%
15%
9%
6%

Roulette
selection

(a) Fitness-based roulette selection.

48%
24%
16%
12%

Universal
sampling

(b) Ranking-based universal sampling.

Figure 2.21: Roulette-wheel and universal sampling selection method can use fitness or ranked-
based approaches.

their genes considering one or more crossover points as can be seen in Figures 2.17(b)

and 2.22(b). The objective of mutation is to bring diversityto the population by randomly

changing one or more genes of the selected chromosome (see Figures 2.17(c) and 2.22(c)).

Almost all the new chromosomes are derived from crossover, asmall percentage comes

from mutated elements, and occasionally an even smaller portion is conformed by elite

parents, i.e., the fittest elements of the previous generation. The aim of elitism is to en-

sure that the solution will not worsen over the generations.The operator’s probability of

occurrence sums up to one:

P(C) + P(M) + P(E) = 1. (2.27)

In order to explore the search space, genetic algorithms starts the simulation randomizing

the initial population, the crossover operator helps by interchanging the fittest elements

genes while the mutation one introduces diversity; as the generations pass the algorithm

detects optimal zones and exploit their neighborhoods.
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(a) The sensors are automatically deployed.

Parents Offspring

(b) Crossover is applied to selected parents.

Parent

Offspring

(c) Mutation operator is applied.

Figure 2.22: Genetic algorithm example. The deployment position of wireless sensors oriented to
report hazardous situations is optimized.

Genetic algorithms methodology is highly conformed by randomized elements as

the selected parents, the percentage of reproductions and mutations, the crossover points,

among others. The influence of these elements excludes the possibility to guarantee the

obtention of an optimal solution; it is even possible to obtain different solutions on every

simulation. Over and above these disadvantages, the implementation of these algorithms

present diverse benefits:

• The implementation of genetic algorithms is straightforward and does not require

deep mathematical basis.

• GA are robust and flexible to be adapted to different problems. They may not obtain

optimal solutions, but in some cases close is enough.

• They can be adapted to solve different objective functions allowing any kind of

restrictions.

• This algorithms explore the search space before it is exploited, lightening the com-

putational effort.
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Figure 2.23: Invasive-weed optimization methodology.

2.3.6 INVASIVE-WEED OPTIMIZATION

Weeds are plants with vigorous invasive habits that commonly grow on undesirable places;

these kind of plants tend to invade crops in order to find and absorb water resources and

nutrients to keep growing and reproduce, becoming a threat difficult to eliminate [164].

Weeds have survived tillage and herbicides, they cannot be fully eradicated and keep

spreading and mutating stronger.

This description depicts a robust, stubborn, and self adapted to environmental adver-

sities system, properties that can be harnessed by an optimization method. Invasive-weed

optimization is a numerical stochastic metaheuristic thatmimics the behavior of coloniz-

ing weeds; it was proposed by Mehrabian and Lucas [154] in 2006 with the objective of

emulating the successful persistence of these plants. The IWO methodology is illustrated

in Figure 2.23.

The initial steps are similar to a GA implementation, a possible system solution is

known asweedand the weed population is randomly created and then evaluated. The

members of the population are allowed to leave an seeds(S) depending on their own and

on the highest and lowest population fitness as described by Equation 2.28.
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Si = Smin

[

(Fi − Fmin)
Smax − Smin

Fmax − Fmin

]

, (2.28)

where:

Si = Total seeds of the weedi,

[Smin, Smax] = Range of allowed seeds,

Fi = Fitness of weedi,

[Fmin,Fmax] = Minimum and maximum population fitness.

Once the total seeds of each weed is defined the main characteristic of this method

is the introduced; the seeds are subject to invasive-weed operators based on mutation

schemes, they are calledspreading, dispersing, androlling-down; these operators — de-

scribed below — are responsible of the seeds dissemination,equal to the exploration and

exploitation of the search space. Each operator is assignedwith a probability of occur-

rence:

P(S) + P(D) + P(R) = 1. (2.29)

Spreading This algorithm consists of disseminating the seed by randomly creating a new

individual. On this work multiple mutations are applied to less than the half of the

content of the current seed; by this mean the seed is spread while some part of it is

conserved. An example of this operator is illustrated in Figure 2.24(a).

Dispersing The second algorithm is depicted in Figure 2.24(b), aims to disperse the seed

to a place close to the original plant. The procedure consists in computing a degree

of difference and multiply it by the seed. The distance is gradually reduced as the

simulation advance. In addition to this approach, a second dispersion method that

consists in mutating a small part — less than the 20 percent — of the seed content

is implemented on this work.

Rolling-down The aim of the last algorithm is moving the seed to a better location. This

method evaluates the weed neighborhood and just leaves the seed if a better place
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(a) Spreading operator. Seeds are
spread all over the area.

(b) Dispersing operator. Seeds are dis-
persed in the weed neighborhood.

(c) Rolling-down operator. Seeds are
spread and dispersed until a best solu-
tion is found.

Figure 2.24: Invasive-weed optimization operators.

is found. The neighborhood is described as places located ata distance equal to

one transformation of the current plant. The implementation of this proposal cre-

ates copies of the current seed and apply random mutations, the mutated copies are

evaluated and this process is repeated until a copy improvesthe weed fitness. The

improved seeds and the ones with close but different solutions are kept while the

others are dismissed. The rolling-down algorithm is shown in Figure 2.24(c).

The emulation of invasive-weeds behavior has been widely accepted by the scien-

tific community, this methodology has solved different problems as shown in references

[154–157, 165], among others. Spreading operator exploresthe search space, dispersion

one exploits the weed location, and the rolling-down combines these methods to improve

the actual solution. Altogether the invasive-weed operators permit a rapid exploration and

exploitation of the search space. Similar to GA, IWO is also ametaheuristic that cannot

assure the obtention of optimal values or convergence to thesame solution on each simu-

lation. The implementation of this method presents the samebenefits that were mentioned

for GA. In addition, mutation-based operators create new settings instead of performing

crossover operations, requiring less computational effort.
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PROPOSEDSOLUTION

The previous chapter described the general methodology of some optimization methods

that have been used to solve the coordination process. The aim of this chapter is to describe

the implementation of the algorithms used in this thesis. The original algorithms have been

modified with the objective of adapting them to the coordination problem; nevertheless,

slight changes can be made to the presented methodologies inorder to apply them to solve

different assignments.

As described in our hypothesis, the use of non-standardizedinverse-time curves

would reduce the tripping time for currents different than the maximum and consequently

improve the coordination process. The overcurrent relays tripping time for different levels

of short-circuit current is computed using Equation 2.2. This equation is conformed by

five settings and the input current. The main distinctive characteristic of this work is

the consideration of the five equation settings as adjustable, obtaining non-standardized

inverse-time curves.

The present chapter is divided into five sections, the first one discusses the followed

methodology, the next one describes the mathematical modelof the coordination problem

while the following sections describe the implementation of sequential quadratic program-

ming, genetic algorithms, and invasive-weed optimizationto solve the overcurrent relay

coordination problem.

56
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3.1 METHODOLOGY

The information provided by the previous chapter and condensed in Tables 1.1 and 1.2 is

useful to highlight that the overcurrent and distance-relays coordination problem is a high

impact problem among the protections engineering community; it is a problem that has

maintained its importance and stayed current for more than thirty years, being studied by

diverse research groups around the globe.

The problem has been faced through the implementation of diverse optimization

algorithms; the first efforts were focused in the implementation of exact algorithms as

linear and nonlinear programming, capable of obtaining optimal coordination solutions.

Nevertheless the trends over the years seem to have turned toward the implementation of

heuristic and metaheuristic methods capable to overcome the exact methods limitations

with the — maybe negligible — drawback of not guaranteeing anoptimal solution.

Genetic Algorithms are proven to perform well as denoted by different included

references, considering that the main objective of this thesis is not the proposal of a new

optimization method we decided to use GA just as a tool that has proven good and robust

performance and permits the computation of a large amount ofoptimization variables.

Furthermore, as a secondary objective it was decided to implement the relatively

recently developed invasive-weed optimization algorithmbecause it has not been reported

to solve the coordination problem. In addition, the implementation of exact algorithms is

explored and the sequential quadratic programming method was selected since it has been

recognized as the state of the art in nonlinear programming.

Related works consider standardized inverse-time curves and a maximum of three

settings — or group of settings when the characteristic curve is also a variable — as

adjustable. We have not encountered any existing literature in which five adjustable set-

tings of the OCR are used to obtain the inverse-time curve. Another point to emphasize

is the fault points location used to carry out the coordination process, some works take
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into account either close-end and/or far-end faults but their consideration in the objective

function is not clearly defined.

In this thesis we propose to coordinate OCR considering two and three different lev-

els of short-circuit current and five adjustable settings, obtaining non-standardized inverse-

time curves. The proposed objective function considers — with different weighing —

close-end three-phase and far-end two-phase faults as frontier coordination currents while

a third magnitude between those is also taken into account inorder to prevent possible

miscoordination in the central part of the inverse-time curves.

The proposal is justified by the fact that presently, some commercial relays —

through software tools [166] — already allow the user to define the OCR parameters

instead of simply selecting among the standardized ones [167]. However, the considera-

tion of more adjustable settings increase the search space exponentially and consequently

the problem complexity, demanding bigger computational effort and better algorithmic

implementation.

Regarding the coordination of distance and overcurrent relays, the aim of all related

works consist on coordination all the distance and overcurrent relays while this proposal

have a different approach; it seeks to coordinate the overcurrent relays and then allocate

distance ones in places where the OCR are not sensitive: improving the system reliability,

reducing the costs of redundancy, and proposing a differentcoordination concept.

The followed methodology consists of a deep understanding of the coordination

problem and optimization algorithms in order to model, adapt, and implement them to

being solved through computational simulation. The next phase is the experimental design

and results obtention, coming to an end with the results discussion, conclusions obtention,

and further work proposition.
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3.2 MATHEMATICAL MODEL

The general and implemented model, as well as the genetic, invasive-weed, and sequential

quadratic programming algorithms are described in the following paragraphs.

3.2.1 PROPOSEDGENERAL MODEL

Let f andg denote respectively the tripping time of a main and a backup overcurrent relay

for determined short-circuit (a) and load (b) currents, whileh is the difference between

those two magnitudes.

f(x) =







x1

[

a

b1×x5

]x3

− 1

+ x2






× x4, (3.1)

g(y) =







y1
[

a

b2×y5

]y3

− 1

+ y2






× y4, (3.2)

h(x, y) =g(y)− f(x), (3.3)

where

a =
(

amin : amax

)

⊺

, x =
(

x1, x2, x3, x4, x5

)

⊺

, y=
(

y1, y2, y3, y4, y5
)

⊺

, y ⊂ x ∈ R.

Equation 3.4 shows a simplification of the proposed model forthe optimization of

the overcurrent relay coordination problem.

minimize
f,g,h

α

m
∑

i=1

fi(xi)

m
+ β

n
∑

j=1

gj(yj)

n
+ γ

n
∑

j=1

hj(xj ,yj)

n
, (3.4)

subject to x4, y4≥ 0.5, (3.5)

x5, y5≥ 1.4, (3.6)

∀a : h≥ 0.3, (3.7)
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wherem andn are the total relays and the total coordination pairs in the system whileα, β,

γ are given weighting factors for each one of the objectives. The first two restrictions are

given by conceptual limitations of the overcurrent relay [168, 169]; whilex4 keeps the

TDS greater than a standardized magnitude that emulates a function of the electrome-

chanical relay,x5 aims to ensure that the protection would operate for ampere magnitudes

greater than 1.4 times the load current . Both restrictions have upper limits but, since their

magnitude is directly proportional to the tripping time, the algorithm seeks to set them

as low as possible, therefore those limits are not listed in this model. The last one is the

coordination restriction, it establish that for a given short-circuit magnitude the tripping

time difference between the backup and main relays have to begreater than or equal to

the coordination time interval.

3.2.2 MODEL ENHANCEMENTS

Thex1, x2, andx3 variables, corresponding to theA,B, andp parameters, are theoretically

capable of accepting any assigned magnitude; neverthelessthis assumption might lead to

undesired curve shapes, i.e., curves that do not present theinverse-time characteristic of

the overcurrent relays. Furthermore, a more important drawback is the increase of the

search space size.

Relays tripping time is augmented if the magnitude of the tworemaining variables

(x4 andx5) increases, therefore if bigger values that will not bring benefits to the problem

solution are discarded the search space may be reduced. Consequently, boundaries are

placed to delimitate the selection of each of the five variables. The sets of boundaries

are going to be called selection ranges and will be discussedin the following chapters.

Moreover the restrictionh ≥ 0.3 — responsible of relays coordination — is changed for

penalty functions. The CTI is included in Equation 3.8 to redefine Equation 3.3:

h(x, y) = g(y)− f(x)− CTI. (3.8)

Positive magnitudes ofh indicate slower operation and negative ones lack of coordination.
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The first is acceptable while the last is not; in addition, theuse of penalty functions may

lead to undesired compensations between both kind of errors. Since lack of coordina-

tion should be avoided, those cases are harshly penalized bymultiplying the exponential

of their backup tripping time and coordination error by a penalty factor (ǫ) as shown in

Equations 3.9 and 3.10. Meanwhile penalized versions of positive errors are equal to their

original magnitudes, i.e.,hj ≤ 0 ⇐⇒ gj = gpj ∧ hj = hp
j ; hj < 0 ⇐⇒

gpj = egj × ǫ, (3.9)

hp
j = e|hj | × ǫ. (3.10)

The objective function is still conformed by the operation times of the main relays, butgj

andhj are substituted by their penalized versions. In addition, given that the apparition

of negative errors is now an option, the total of miscoordinations (Tmc) is considered as

presented in Equation 3.11:

minimize
Tmc,f,g,h

Tmc

n
+ α

m
∑

i=1

fi(xi)

m
+ β

n
∑

j=1

gj(yj)

n
+ γ

n
∑

j=1

hj(xj ,yj)

n
. (3.11)

The coordination problem has a multi-objective nature, thecomputations considered

as part of the objective function are desired characteristics of the protection system. In

essence, each relay has to provide fast fault clearance for its main protection zone and

backup protection for the adjacent lines.

An optimal solution would be constituted by zero miscoordinations and the lowest

tripping times; nevertheless, both attributes are opposedand conform aPareto frontier

[170], obtained when an attribute cannot be improved without worsen another. Similar

to other problems that involve time reduction, an optimal solution is not as useful and

practical as a solution that obtain low enough times in a reasonable simulation time.

As stated before, this thesis seeks to improve coordinationfor different levels of

short-circuit current, consequently the optimization process is carried out simultaneously

considering short-circuit magnitudes caused by two and three-phase solid faults located

respectively in the far and close-end bus of each main relay.Both magnitudes are con-

sidered as coordination boundaries; since the use of non standardized inverse-time curves
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might lead to undesirable curve shapes, a thirdIsc magnitude equal to the average of both

previous values is also used. As a consequence the coordination is performed consider-

ing three levels of short-circuit current, computing timesand evaluating Equation 3.11 for

each one of them.

The protection system has to ensure coordination for a maximumIsc level, therefore

the objective function result for other levels will be considered with smaller weights. The

constantsι, κ, andτ serve as weighting constants for the different short-circuit magni-

tudes. The complete fitness function is then defined as the sumof the weighted OF results

for minimum (OFm), intermediate (OFi), and maximum (OFM) short-circuit levels:

OF = ι×OFm + κ×OFi + τ ×OFM. (3.12)

3.3 OVERCURRENTRELAY COORDINATION

The following subsections will describes the GA, IWO, and SQP adaptations and im-

plementations of the directional overcurrent relay coordination problem considering five

adjustable settings. The general methodologies of these algorithms were presented in the

Chapter 2.

Previous calculations have to be performed and given as an input to the following

methods. TheIpickup is computed using Equation 2.1, therefore it is necessary toobtain the

Iload via a load-flow analysis; the fault currents are also computed through the implemen-

tation of a fault analysis [171]; faults in intermediate points are calculated by considering

the moving fault method for either balanced [172] and unbalanced [173] faults.

3.3.1 GENETIC ALGORITHM

The population of the genetic algorithm is conformed by chromosomes, eachCx contain

adjustable settings for the total overcurrent relays (Tr). Supposing three AS and a five

relays system, the size of eachCx would be[15 × 1]. The population sizePs is given
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by the total considered chromosomes (TCx
); the previous example for a population size

equal to 20 represent a population matrix (PCx
) of [15 × 20], containing a total of 300

genes. The arrangement of the population matrix is presented in Equation 3.13 where

each column represents a chromosome and each row a relay setting.

PCx
=



















































































TDS1−1 TDS1−2 . . . TDS1−TCx

...
...

. . .
...

TDSTr−1 TDSTr−2 . . . TDSTr−TCx

Pm1−1 Pm1−2 . . . Pm1−TCx

...
...

. . .
...

PmTr−1 PmTr−2 . . . PmTr−TCx

A1−1 A1−2 . . . A1−TCx

...
...

. . .
...

ATr−1 ATr−2 . . . ATr−TCx

B1−1 B1−2 . . . B1−TCx

...
...

. . .
...

BTr−1 BTr−2 . . . BTr−TCx

p1−1 p1−2 . . . p1−TCx

...
...

. . .
...

pTr−1 pTr−2 . . . pTr−TCx



















































































. (3.13)

The initial population is created generating uniformly distributed random numbers,

each number must be located within each setting boundaries.A coordination pair is con-

formed by a main relay and its backup; relays may be part of different coordination pairs

either as main or backup protection.

The tripping times of all main and backup relays are computedusing Equation 2.2,

then the coordination errors are obtained with Equation 2.4; the negative errors are pe-

nalized through Equations 3.9 and 3.10 and thereupon all chromosomes are evaluated

considering the objective function presented in Equation 3.11.

The selection process is carried out either with stochasticuniversal sampling or
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Table 3.1: Selection probability and repeated selections of some ranked chromosomes.

Roulette-wheel selection probabilities

Ranking 1 2 3 4 5 10 20 30 40 50 75 100

Probability (%) 19.27 9.63 6.42 4.81 3.85 1.92 0.96 0.64 0.48 0.38 0.250.19

Universal sampling repeated selections

Ranking 1 2 3 4 5 6 7 8 9 10 11 12

Selections 20 9 6 5 4 3 3 2 2 2 2 2

roulette-wheel selection methods using the ranking-basedapproach, as described in Chap-

ter 2. For a population size of 100 chromosomes — if the roulette-wheel is applied — the

probability of selection of theCx positioned in different ranks is shown in the first part of

Table 3.1. On the other hand, considering a population size and total selected elements

equal to 100, the total of repeated selections of the first twelve ranked chromosomes is

shown.

The first twelve ranked elements of a 100Cx population conforms the 60% of the

individuals selected by the universal sampling method. In appearance the roulette-wheel

selection would be more diversified, aiming to test this assumption a simple experiment

is conducted. The experiment consists in simulating the roulette-wheel method 100,000

times to determine the population percentage occupied by the first twelve ranked elements.

The results are illustrated as a box-whiskers plot in Figure3.1. The mean result

is 59.83% while the median is 60%, almost equal to the universal sampling result. Both

methods offer different advantages, while the obtention ofmore diversification is a strong

of the roulette-wheel, the universal sampling offers less computational effort by previously

defining the selected ranks.

The next step in GA is the conformation of the next generationvia the genetic oper-

ators. Almost all the new generation is obtained through thecrossover operator. A single

point crossover methodology is implemented in this work; each group of settings is di-

vided into two blocks, the division point is randomly set between the 25% and 75% of
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Figure 3.1: Population percentage conformed by the first twelve elements.
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Figure 3.2: Crossover operator interchange relay settings of the two selected parents.

the total system relays. All the corresponding relays settings are interchanged to prevent

loosing information. An example of the crossover methodology is depicted in Figure 3.2.

The reproduction is followed by mutation operator. The objective of this step is to

diversify the population with the introduction of random setting changes. In this work a

small part of the population — commonly 5% — is mutated; nevertheless a mechanism

that monitors the slope of the convergence increase the mutation rate up to 40% if the slope

remains horizontal after iterations. Elite mutations, consisting on exclusive modifications

to the fittest elements, are also performed. The last part of the population is formed with

elite parents, the fittest elements survive through the generations with the objective of

ensuring that the result will not get worse over the simulation.

Around the 90% of the new generation is conformed by crossover offspring, the

remaining 10% is divided into mutation, elite mutation, andelite parents. Diverse per-

centages and mutation rates have been tested, results will be presented in the following
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chapters. The described process is repeated until a stopping criteria is met. The most

common criterium is the reach of the total iterations (Ti).

3.3.2 INVASIVE-WEED OPTIMIZATION

The initial steps of the invasive-weed optimization methodare equivalent to the genetic

algorithm ones. The individuals are called weeds, the weed matrix is randomly generated,

the tripping times and coordination errors are computed using the same equations and the

considered objective function is Equation 3.11 for different short-circuit levels.

The distinctive stages of IWO begin after the evaluation step; the weeds are sorted

according to their fitness (F) and each one is allowed to leave seeds in accordance to their

ranking as illustrated in Figure 3.3.

Figure 3.3: Weeds are assigned with a number of seeds in accordance with their fitness.

A seed is a clone of the actual weed that will be subjected to mutation operators.

The total seeds (TS) assigned to each weed are computed using Equation 3.14.

TSi = Srm +

[

(Fw − Fi)×
SrM − Srm

Fw − Fb

]

, (3.14)
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whereSrm andSrM are the minimum and maximum quantity of possible weeds,Fb and

Fw are the fitness values of the best and worst elements, andFi is the fitness of the actual

individual. There may be some scenarios were the fitness of the worst element results

infinite, so a predefined magnitude is considered asFw.

Spreading, dispersing, and rolling weed operators are usedto explore and exploit the

search space in order to find better results. Each assigned seed is subjected to one of the

three operators randomly chosen. The implementation of allthree operators is described

in the following paragraphs.

The objective of the spreading operator is to create a new plant based on the current

seed. The implementation consists in mutating up to 50% of the seed content. The second

operator’s objective is to disperse the seed in the surrounding neighborhoods of the weed;

on this thesis the dispersion methodology faces two stages,the first one undergoes the

seed to small perturbations by multiplying every setting bya maximum variation of±

1%. The second stage mutates up to 20% of the seed elements.

The last operator creates copies of the current seed and thencombines the first two

mechanisms to disperse and spread the actual seed; the process is repeated until a better

solution is found or the seed copies are exhausted. The mutation percentage, the perturba-

tion magnitude, and the settings to mutate are randomly selected. Examples of the three

operators can be seen in Figure 3.4.

The fitness of the current weeds and mutated seeds are sorted and then fittest ele-

ments are selected to conform the new population. The methodis initialized from the seed

assignment step and this procedure is iteratively repeateduntil the only stopping criterium

considered for this implementation — the reach of total iterationsTi — is met.



CHAPTER 3. PROPOSED SOLUTION 68

dial
dial
dial
dial
dial
Pm

Pm

Pm

Pm

Pm

A
A
A
A
A
B
B
B
B
B
p
p
p
p
p

1-1

2-1

3-1

4-1

5-1

1-1

2-1

3-1

4-1

5-1

1-1

2-1

3-1

4-1

5-1

1-1

2-1

3-1

4-1

5-1

1-1

2-1

3-1

4-1

5-1

dial
dial
dial
dial
dial
Pm

Pm

Pm

Pm

Pm

A
A
A
A
A
B
B
B
B
B
p
p
p
p
p

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1.008
0.999
1.005
0.994
0.990
0.993
0.992
0.994
0.999
1.001
1.003
0.995
1.005
0.997
1.007
1.008
1.009
1.006
0.995
1.005
1.007
0.999
1.009
0.991
1.009
1.010
1.001
0.997

.

dial
dial
dial
dial
dial
Pm

Pm

Pm

Pm

Pm

A
A
A
A
A
B
B
B
B
B
p
p
p
p
p

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1-2

2-2

3-2

4-2

5-2

1.007
0.993
1.003
0.998
1.995
0.994
0.993
1.004
0.997
1.005
1.004
0.999
1.002
0.996
0.007
1.001
0.990
1.007
0.997
1.002
1.003
0.997
0.996
0.993
1.007
1.001
1.008
0.995

.
S
p
re

ad
in

g

D
is

p
er

si
n
g

R
ol

li
n
g

D
ow

n
Figure 3.4: Spreading and dispersing operators mutate respectively upto 50% and 20% of seed

elements. Rolling-down combines both and selects an improved mutation.

3.3.3 SEQUENTIAL QUADRATIC PROGRAMMING

As mentioned in Chapter 2, due to the search space dimensionsand also the required

computation of Jacobian and Hessian matrices, the implementation of nonlinear methods

may not be the best option to solve the problem addressed in this thesis. However, these

methods are useful when good initial approximations are provided.

The sequential quadratic programming methods are the stateof the art in nonlinear

programming [107]; this method was implemented through theadaptation of thefmin-

con function [174] belonging to theOptimization Toolbox[175, 176] of MATLAB [177].

The boundaries that define the feasible area help SQP to make informed decisions on the

search directions and step lengths, therefore SQP can oftensolve nonlinear constrained

faster than unconstrained problems. This fact support the decision of set boundaries to all

variables, stated in Section 3.2. On this thesis the SQP is applied in different stages of
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the GA and IWO simulations; the results will be illustrated and discussed in the following

chapters.

The quasi-Newton approximation of the Hessian of the Lagrangian function is cal-

culated using the BFGS method (see Equations 2.22 to 2.25); then, on each iteration is

solved a problem of the form of Equation 2.21. The first stage of this process consists

in evaluating a feasible point — it is commonly required thatthis point is user-provided

— while the second one creates a sequence of feasible points until the stopping criteria

is met. The SQP implementation combines the constraint and objective functions into a

merit function when a feasible solution for the next step cannot be found. For more in-

formation about the MATLAB implementation of SQP, the Optimization Toolbox User’s

Guide [176] may be reviewed.

3.4 OVERCURRENT ANDDISTANCE RELAY

COORDINATION

Overcurrent protection principle face limitations regarding the tripping times increase

for current magnitudes near the pickup setting. By using non-standardized inverse-time

curves inversion grades can be modified and some of those limitations may be overcome

while others can remain and cause miscoordinations. In addition, there are some scenarios

whereIsc ≤ Ipickup and consequently the OCR is insensitive. Making an effort tooffer an

integrate solution for the OCR coordination problem, a methodology that uses distance-

relays to substitute overcurrent ones for conflicted coordination pairs is proposed. Three

kind of coordination pairs are expected, overcurrent as main and backup (OC+OC), dis-

tance as main and OCR as backup (D+OC), and OCR as main and distance as backup

(OC+D) .

The methodology is adapted to be compatible with the alreadydescribed implemen-

tation; a new term that considers distance-relay coordination is included to the objective
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function as shown in Equation 3.15:

minimize
Tmc,f,g,h,d

Tmc

n
+ α

m
∑

i=1

fi(xi)

m
+ β

n
∑

j=1

gpj (yj)

n
+ γ

n
∑

j=1

hp
j (xj ,yj)

n
+ δ

o
∑

k=1

dk(xk,yk,Zk)

o
,

(3.15)

where o represents the total distance-relays,d their penalization function,δ is a weighting

factor, andZ is a matrix containing the distance-relays tripping time for each one of the

three zones as shown in Equation 3.16, whereTdr is the total of distance-relays:

Z =



































tz11−1 tz11−2 . . . tz11−TCx

tz21−1 tz21−2 . . . tz21−TCx

tz31−1 tz31−2 . . . tz31−TCx

...
...

. . .
...

tz1Tdr−1 tz1Tdr−2 . . . tz1Tdr−TCx

tz2Tdr−1 tz2Tdr−2 . . . tz2Tdr−TCx

tz3Tdr−1 tz3Tdr−2 . . . tz3Tdr−TCx



































. (3.16)

A distance-relay is located to replace the operation of OCRsthat does not pass the

sensitivity filter described by Equation 2.3. As described,there may be some scenarios

where an OCR is insensitive for a specific coordination pair and sensitive for others; con-

sequently the OCR is not completely removed, but its coordination requirements with the

appointed coordination pair are discarded. The implemented penalization function for

distance and overcurrent relay coordination is presented in Equation 3.17:

dk =

q
∑

l=1

gpl (yl)

l
+

q
∑

l=1

del(xl,yl,Zl)

l
, (3.17)

whereq is the total coordination pairs that the current distance-relay conforms with over-

current relays,g is the tripping time of backup OCR, andde is the coordination error when

distance and OCR are considered. As represented in Figure 2.11, after a distance-relay is

placed it might has to operate as backup of — and also be backedup by — OCRs; each

of both cases present up to three critical points to be coordinated, a distance-relay may be

part of as many coordination pairs as adjacent lines are nextto its location.
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The tripping times of main and backup OCRs and the coordination errors between

overcurrent and distance-relays on each one of the criticalpoints are computed.CTId is

the coordination time interval when distance-relays are involved, in this work that mag-

nitude is considered as 0.2 seconds. The coordination errorbetween a main OCR and a

backup distance-relay (deb) is computed using Equation 3.18 while Equation 3.19 is used

for the opposite case (dem):

deb = Z− f(x)− CTId, (3.18)

dem = g(y)− Z− CTId. (3.19)

The total coordination error of distance and overcurrent relays (de) is conformed

by the penalized versions ofdeb anddem. Negative errors are severely penalized while

positive ones remain unaltered,del ≥ 0 ⇐⇒ gpl = gl ∧ depl = del; del < 0 ⇐⇒

gpl = egl × ǫ, (3.20)

depl = e|del| × ǫ. (3.21)

There may be some scenarios where distance-relays are located in adjacent lines,

the following restrictions have to be fulfilled:tz3 ≥ tz2 +CTId ∧ tz2 ≥ tz1 +CTId; since

this restriction is considered mandatory, no penalizationfactor is used but distance-relays

that do not meet it are discarded.



CHAPTER 4

EXPERIMENTS AND RESULTS

The coordination problem formulation is solved through theimplementation of meta-

heuristic methods. Genetic algorithms and invasive-weed optimization methods are used

in this thesis; in addition, a sequential quadratic programming method is implemented

aiming to improve the convergence process. In this chapter the experimental results ob-

tained by the implemented routines are presented.

The first section contains present the preliminary simulations, whose results are

used as input by the optimization algorithms. The next section introduce the results of

the conducted experiments; those simulations were carriedout with the objective of defin-

ing adequate tuning parameters for the optimization algorithms. The following sections

compare the results of the proposed implementation with a base case that considers two

parameters as adjustable settings.

The robustness of the proposed methodology is tested by solving the coordination

problem for different power systems. The overcurrent relaycoordination is obtained for

five test systems of 9, 14, 30, 57, and 118 buses in this thesis.The complete bus and line

data for each tested power system can be accessed from the indicated references [81, 93].

The network configuration of the 14 and 30-bus systems is shown in Figures 4.1 and 4.2.

As stated in the previous chapters, initial calculations have to be performed and

given as an input to the optimization methods. A flow analysisis carried out to obtain the

load current, thereupon through a fault analysis the short-circuit currents caused by two

72
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and three-phase faults located in the close-end, far-end [171], and intermediate [172, 173]

locations — with an open end — are obtained. Both algorithms are implemented from

scratch so they can be conveniently modified to analyze different system conditions.

As an example, the results obtained from the fault and flow analysis for the 14-bus

system are presented in Tables 4.1 and 4.2. Table 4.1 shows the relays identification in the

first column, this tag is conformed by the bus of origin and thedestination one, thereby a

relay located at bus 12 with the directional unit facing node6 is identified as relay 12·6.

The following columns display three levels of short circuit, contemplated as coordination

current; in this work short-circuit currents caused by grounded faults are not considered in

order to avoid a ground impedance guess; consequently bolted two and three-phase faults

are employed. A maximum fault (IMsc) is contemplated as a three-phase fault located at

the close-end of the line, a minimum fault (Imsc) is a two-phase fault located at the far-end

of the line, and an intermediate level (Iinsc) is the mean value of the previously mentioned
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faults. Initial experiments led us to conclude that the use of three current magnitudes is

enough to maintain an adequate inversion grade and guarantee the coordination for a curve

region, avoiding computation time exponential increase.

The objective of considering a third magnitude is to preventundesirable curve shapes

between the two fault points caused by the use of five parameters as adjustable settings.

Results that support this consideration will be presented in the following sections. The

two following columns present the short-circuit magnitudeof a three-phase fault located

at the middle and at the 80% of the line; these faults positions are used to coordinate the

first and second distance-relay zones. Lastly, theIload seen by each relay is presented in

the seventh column.

Moreover, Table 4.2 shows the short-circuit current magnitudes seen by backup re-
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Table 4.1: IEEE 14-bus power system line loads and fault magnitudes seen by main relays.

Relay ID Imsc Iinsc IMsc I50sc I80sc Iload

1·2 26007.569 39011.353 52015.138 46100.259 26147.841 776.174

2·1 26444.397 61272.328 96100.259 65728.246 44475.525 776.174

1·5 26277.266 39415.899 52554.532 11007.236 2722.286 370.343

5·1 2736.032 6871.634 11007.236 8137.377 5472.063 370.343

2·3 30273.780 45410.670 60547.560 4055.731 1042.450 359.025

3·2 1059.178 2557.455 4055.731 2993.495 2079.318 359.025

2·4 30220.038 45330.057 60440.076 8558.410 2346.393 275.616

4·2 2438.187 5498.298 8558.410 6194.338 4338.090 275.616

2·5 30147.926 45221.889 60295.852 9190.049 2517.758 204.407

5·2 2625.399 5907.724 9190.049 6594.868 4600.644 204.407

3·4 1263.774 2365.627 3467.481 2527.547 1386.148 115.902

4·3 3015.215 4522.822 6030.429 3467.481 1042.209 115.902

4·5 2229.999 3344.998 4459.998 4374.545 1677.872 306.289

5·4 2679.948 4019.922 5359.897 4374.545 1575.168 306.289

6·11 1043.612 1565.418 2087.224 1170.968 405.153 41.892

11·6 503.529 837.249 1170.968 1007.058 517.168 41.892

6·12 1201.050 1801.574 2402.099 986.418 386.821 40.291

12·6 457.217 721.817 986.418 914.434 532.327 40.291

6·13 1166.133 1749.199 2332.266 1148.625 466.472 94.671

13·6 581.747 872.620 1163.493 1148.625 593.113 94.671

9·10 1126.891 1690.336 2253.781 1042.078 341.577 30.624

10·9 402.119 722.099 1042.078 804.239 471.916 30.624

9·14 1189.273 1783.910 2378.546 994.479 322.850 48.276

14·9 373.165 683.822 994.479 746.329 466.991 48.276

10·11 823.258 1234.887 1646.516 1143.684 417.605 21.937

11·10 558.081 850.882 1143.684 1116.161 472.549 21.937

12·13 524.797 787.195 1049.593 954.148 472.524 9.026

13·12 862.675 1294.012 1725.350 1050.721 383.444 9.026

13·14 754.023 1131.034 1508.046 1050.721 383.444 29.983

14·13 516.658 783.689 1050.721 1033.316 439.059 29.983

lays. The first and second columns allude the main and backup relays that conform a

coordination pair while the following columns enlist the current seen by the backup after

a minimum, intermediate, and maximum fault occurrence.

Lastly, the sixth and seventh columns show the short-circuit level seen by the back-

ups considering a three-phase fault located in the middle and at 80% of the main line.

Similar data is obtained for each one of the test systems, nevertheless that information is

not illustrated in this document.
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Table 4.2: IEEE 14-bus power system faults magnitudes seen by the backup relays.

Main Backup Imsc Iinsc IMsc I50sc I80sc

1·2 5·1 963.745 1285.274 1606.804 1584.603 1543.236

2·1 3·2 1863.462 2058.167 2252.871 1918.684 1741.352

2·1 4·2 1960.285 2217.899 2475.514 2126.375 1935.761

2·1 5·2 2002.632 2251.857 2501.083 2165.971 1979.492

1·5 2·1 1461.318 4217.126 6972.935 3861.454 2569.620

5·1 2·5 915.267 1383.643 1852.019 1823.087 1780.008

5·1 4·5 1252.608 2436.588 3620.568 3473.633 1956.695

2·3 1·2 854.660 4045.298 7235.935 2610.213 1389.624

2·3 4·2 1012.024 1049.124 1086.224 855.128 796.874

2·3 5·2 903.381 1045.404 1187.427 922.054 851.970

3·2 4·3 1003.620 1091.651 1179.681 1131.867 1090.469

2·4 1·2 741.773 3988.767 7235.762 3821.354 2470.492

2·4 3·2 1008.136 1069.798 1131.460 967.233 878.793

2·4 5·2 1082.336 1170.883 1259.429 1045.983 919.334

4·2 3·4 636.808 1082.805 1528.802 1416.347 1199.001

4·2 5·4 838.997 1898.995 2958.993 2938.613 1902.474

2·5 1·2 1667.953 4451.785 7235.617 3926.226 2579.230

2·5 3·2 970.057 1109.543 1249.029 1077.861 985.151

2·5 4·2 1070.789 1224.015 1377.241 960.844 913.946

5·2 1·5 678.229 1136.421 1594.613 1521.932 1519.673

5·2 4·5 844.482 1940.160 3035.837 3013.785 1868.530

3·4 2·3 929.379 1091.828 1254.278 1245.081 1056.375

4·3 2·4 884.680 1331.963 1779.245 1325.712 962.366

4·3 5·4 777.839 1395.295 2012.752 1326.611 1130.388

4·5 2·4 1371.712 1493.560 1615.407 1440.413 1205.588

4·5 3·4 1116.421 1222.669 1328.916 1082.419 984.009

5·4 1·5 1337.088 1469.538 1601.987 1307.273 1089.315

5·4 2·5 950.336 1355.606 1760.876 1454.445 1177.038

6·11 12·6 351.180 397.093 443.006 378.401 307.566

6·11 13·6 285.946 416.244 546.542 430.382 332.832

11·6 10·11 324.620 386.869 449.118 436.784 384.702

6·12 11·6 289.486 382.604 475.722 366.932 294.059

6·12 13·6 301.282 356.715 412.148 337.290 272.606

12·6 13·12 255.426 305.030 354.633 347.017 325.699

6·13 11·6 276.994 383.946 490.898 408.444 337.647

6·13 12·6 313.704 320.680 327.655 309.858 271.656

13·6 12·13 324.278 346.270 368.262 347.711 330.717

13·6 14·13 257.591 308.146 358.701 339.420 338.017

9·10 14·9 345.400 386.852 428.304 324.703 255.323

10·9 11·10 277.838 348.181 418.525 367.204 355.268

9·14 10·9 304.497 452.682 600.867 394.800 288.059

14·9 13·14 249.346 300.902 352.457 343.368 315.015

10·11 9·10 325.348 476.241 627.134 477.437 367.404

11·10 6·11 247.838 371.428 495.018 448.812 370.818

12·13 6·12 323.019 361.017 399.014 388.514 361.646

13·12 6·13 290.277 386.583 482.890 431.886 381.981

13·12 14·13 311.048 338.338 365.628 314.595 268.393

13·14 6·13 255.256 406.670 558.084 431.835 373.730

13·14 12·13 295.784 355.856 415.928 368.264 301.566

14·13 9·14 261.265 353.489 445.713 387.745 386.620
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4.1 CONDUCTEDEXPERIMENTS

One of the advantages of metaheuristic methods is their capacity of being adapted to

solve several different problems, the parameters involvedin the solution process must be

previously tuned in order to improve algorithm performanceand achieve better results.

The parameters to tune in the coordination process include the total iterations, population

size, parameter selection range, weighting factors of the objective function as well as

those for the different levels of short-circuit current, the probability of occurrence of each

genetic or weed operator, and the iteration number where theSQP is applied.

Initial experiments testing different configurations of each one of the mentioned pa-

rameters were conducted considering the 9, 14, 30, 57, and 118-bus systems [81, 93],

however after initial simulations the first system did not present notorious variations be-

fore parameters modifications and consequently it was discarded for this stage; further-

more since several parameters combinations are tested and the experiments are repeated,

the 57 and 118-bus systems are also discarded because of their high simulation time.

The tuning process is consequently carried out consideringthe 14 and 30-bus sys-

tems while the 9, 57, and 118-bus systems are included in the final simulations. Most of

the results shown on this section belong to the 14-bus systemsimulations, nevertheless a

comparison between the results of both systems is used to select one of the cases as base

case in further experiments.

The first set of experiments aim to testA,B, andp parameters selection ranges;

the experiment consists in allowing the algorithm to selectany intermediate magnitude

of each parameter for each relay. The boundaries of the first set of ranges are defined

considering the minimum and maximum values of the three IEEEstandardized inverse-

time curves presented in Table 2.1. The following ranges areobtained by combining

diverse boundaries that extent or reduce the base selectionrange. A total of 85 cases

illustrated in Table 4.3 are tested.



CHAPTER 4. EXPERIMENTS AND RESULTS 78

0.5

1.0

1.5

0.5

1.0

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85

0.5

1.0

T
im

e,
s

Case

Im

IM

tb

ECTI

tm

Ii

(a) Tripping times and coordination errors.

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85
0

1

2

3

4

0.1

0.2

0.3

m
c

%

O
F

Case

(b) Miscoordination percentage and fitness.

Figure 4.3: Testing parameters selection ranges.

The significant results obtained by these experiments considering the 14-bus system

are illustrated in Figures 4.3(a) and 4.3(b). The first figureshows the mean tripping time

of the maintm and backuptb relays as well as the coordination errorECTI for minimum,

intermediate, and maximum short-circuit levels. Moreover, Figure 4.3(b) depicts the mis-

coordination percentage and the fitness obtained by each case. The results of the following

experiments will be presented in a similar way.

Observation of the first experimental results allow us to note that the algorithm is

obtaining adequate parameters to define the relay operation; the tripping times decrease as

the short-circuit levels increase, maintaining the relaysinverse characteristic. The results

are worsen as the boundaries are extended, this is an expected result since the boundaries
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expansion enlarge the solution space size and consequentlythe problem complexity. Bet-

ter results are obtained by those cases when B and p parameters are restricted to small

magnitudes; cases three to eight obtained practically identical results.

Similar outcome is obtained by the experiment conducted considering the 30-bus

power system — not shown —, where the best results are obtained by the cases four

to seven. From now on case number five of the first set of experiments will be used as

base case, it is important to remark the similarity of this case with the number one, the

parameters boundaries are just slightly extended while parameter B is allowed to select

magnitudes equal to zero.

The objective of the second experiment is to test the objective function weighting

constantsα, β, andγ. On each case the sum of the constants is equal to one, the increments

are equal to1
20

, and no constant is allowed to take a magnitude equal to zero.Initial

simulations demonstrated the importance ofα andβ, consequently these constants are

prevented to take values lesser than 0.25. Table 4.4 presents the 51 cases tested in this

analysis.

The set of Figures 4.4 illustrate the results obtained by thesecond experiment. Better

tripping times are obtained asα is weighted heavily; this experiment enlightens that the

main relay tripping time reduction causes the backup to havea better chance to adapt its

operation time in order to fulfill the coordination requirements, preventing penalizations

and consequently improving individual fitness. Since it obtained the best results for both

analyzed systems, case 48 will be used as base case.

The next variables to test are the total iterations and the population size. The total

iterations are varied from 300 to 1500 while the population size takes values from 50 to

500. A total of thirty cases are analyzed in this experiment and the results can be observed

in Figure 4.5. Neglecting slight variations it can be said that increasing both variables

leads to better algorithmic performance, a well defined slope in the tripping times can

be seen in Figure 4.5(a). All cases eradicate the total of miscoordinations for the 14-bus

system while the objective function results present minor variations.
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Figure 4.4: Testing objective function weighting factors.

The decision factor in this experiment is given by Figure 4.5(b), where the simula-

tion time of each scenario for the 14 and 30-bus systems is shown; it can be appreciated

that the increase of both variables is directly proportional to the simulation time. Since the

objective of this thesis is not online coordination, this proposal is not time-aware; never-

theless given that each case is simulated at least five times and several cases are analyzed,

a solution that obtains good results in a reasonable amount of time is considered as better.

The simulation time of case 30 is more than ten times greater than in case 14, obtain-

ing a fitness reduction of almost 0.01 reflected in operation time reductions in the order of

one to five cycles — considering a 60 Hertz frequency —. This tripping time reduction is

great and useful for the protection system, nevertheless the simulation time increase is not
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justified for this stage. As a result of this analysis, 700 iterations and a population size of

100 elements, i.e. case 14, is going to be considered as base case.

The following experiment consists of testingι, κ, andτ constants. The sum of the

three of them must be equal to one, no constant can be set to zero, and the increase between

samples is set to1
20

. Since the protection system must guarantee correct operations for

maximum faults,τ is set to be greater than the other constants in all cases. A total of 52

scenarios are analyzed, the settings for each case are shownin Table 4.6.

The experimental results are illustrated in Figure 4.6. As can be noted in Figure

4.6(a) the tripping time for a maximum short circuit presentminor variations while those

changes are accentuated for lower currents. Figure 4.6(b) demonstrates that the first cases

obtain better OF results, this behaviour is presented because they are practically neglecting

the impact of coordination for currents lower than the maximum. By reducing the impor-

tance of low currents, minor improvements are obtained for maximum magnitudes, never-

theless one of the objectives of this thesis consists in upgrading the relay performance for

currents different than the maximum — which are more common —; in consequence, for

this set of experiments the fitness obtained by the objectivefunction evaluation is not a

complete indicator of better solutions. Case 35 achieve intermediate results, reducing trip-

ping times for minimum and intermediateIsc and maintaining good results for maximum

currents, therefore it will be selected as base case in the following experiments.

Metaheuristics improve the population fitness through the implementation of ge-

netic or mutation operators; the spreading, dispersing, and rolling-down operators are

used by the invasive-weed optimization method. The next experiment seeks to test op-

erator’s probability of occurrence. Initial simulation demonstrated that the rolling-down

operator influences the most in the final results, consequently it is set to be always greater

than the remaining two and it is not allowed to take values under 0.5. The sum of the three

probabilities is equal to one on each case. A total of 52 listed in Table 4.7 are tested and

results are illustrated in Figure 4.7.

The increase in the rolling-down operator probability of occurrence presents im-
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provements to the coordination problem. Since this operator combines the other two and

ensures a slope change in the algorithm convergence, this result is expected. The coun-

terpart is that the simulation time increase caused by the operator complexity. One of the

best fitness and tripping time results for both systems is obtained by case 32, obtaining

also an intermediate simulation time, therefore this case is used as base case.

On previous chapters the complexity of the coordination problem was described;

the combinatorial explosion makes difficult or almost impossible to find a solution using

only exact methods. One of the contributions of this thesis is the implementation of a hy-

brid algorithm capable to combine a metaheuristic method with a nonlinear programming

algorithm.

The last experiment of this section is testing the sequential quadratic programming

frequency of occurrence. The considerations of these experiments are that SQP can be run

from one to three times in a simulation. The nonlinear methoduse as initial variables the

settings of one and up to five randomly selected individuals at the determined iteration.

The iteration occurrence of the 43 analyzed cases is presented in Table 4.8, while the

results are illustrated in Figure 4.8. The first iterations give fitness results in the order

of millions, since SQP is sensitive to initial guesses, its convergence is not achieved for

bad candidates; consequently, after initial simulations the first SQP occurrence is set to

iteration number eight.

The SQP implementation present minor improvements in the coordination results;

nevertheless the simulation time is not harshly affected byits presence. In consequence,

some of these cases will be used to compare results in the following section.

Similar tuning processes are carried out for the genetic algorithm implementation

and for the algorithm that coordinates overcurrent and distance-relays. For the sake of

simplicity, the experiments results are not illustrated onthis document.
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Table 4.3: Tested cases varying sets of parameters selection ranges.

Case A B p Case A B p

1 0.0515 28.2 0.114 0.491 0.02 2 44 0.01 5 0 2 0.01 5

2 0.01 5 0 0.5 0.01 2 45 0.01 10 0 2 0.01 5

3 0.01 10 0 0.5 0.01 2 46 0.01 20 0 2 0.01 5

4 0.01 20 0 0.5 0.01 2 47 0.01 30 0 2 0.01 5

5 0.01 30 0 0.5 0.01 2 48 0.01 40 0 2 0.01 5

6 0.01 40 0 0.5 0.01 2 49 0.01 50 0 2 0.01 5

7 0.01 50 0 0.5 0.01 2 50 0.01 100 0 2 0.01 5

8 0.01 100 0 0.5 0.01 2 51 0.01 5 0 5 0.01 5

9 0.01 5 0 1 0.01 2 52 0.01 10 0 5 0.01 5

10 0.01 10 0 1 0.01 2 53 0.01 20 0 5 0.01 5

11 0.01 20 0 1 0.01 2 54 0.01 30 0 5 0.01 5

12 0.01 30 0 1 0.01 2 55 0.01 40 0 5 0.01 5

13 0.01 40 0 1 0.01 2 56 0.01 50 0 5 0.01 5

14 0.01 50 0 1 0.01 2 57 0.01 100 0 5 0.01 5

15 0.01 100 0 1 0.01 2 58 0.01 5 0 0.5 0.01 10

16 0.01 5 0 2 0.01 2 59 0.01 10 0 0.5 0.01 10

17 0.01 10 0 2 0.01 2 60 0.01 20 0 0.5 0.01 10

18 0.01 20 0 2 0.01 2 61 0.01 30 0 0.5 0.01 10

19 0.01 30 0 2 0.01 2 62 0.01 40 0 0.5 0.01 10

20 0.01 40 0 2 0.01 2 63 0.01 50 0 0.5 0.01 10

21 0.01 50 0 2 0.01 2 64 0.01 100 0 0.5 0.01 10

22 0.01 100 0 2 0.01 2 65 0.01 5 0 1 0.01 10

23 0.01 5 0 5 0.01 2 66 0.01 10 0 1 0.01 10

24 0.01 10 0 5 0.01 2 67 0.01 20 0 1 0.01 10

25 0.01 20 0 5 0.01 2 68 0.01 30 0 1 0.01 10

26 0.01 30 0 5 0.01 2 69 0.01 40 0 1 0.01 10

27 0.01 40 0 5 0.01 2 70 0.01 50 0 1 0.01 10

28 0.01 50 0 5 0.01 2 71 0.01 100 0 1 0.01 10

29 0.01 100 0 5 0.01 2 72 0.01 5 0 2 0.01 10

30 0.01 5 0 0.5 0.01 5 73 0.01 10 0 2 0.01 10

31 0.01 10 0 0.5 0.01 5 74 0.01 20 0 2 0.01 10

32 0.01 20 0 0.5 0.01 5 75 0.01 30 0 2 0.01 10

33 0.01 30 0 0.5 0.01 5 76 0.01 40 0 2 0.01 10

34 0.01 40 0 0.5 0.01 5 77 0.01 50 0 2 0.01 10

35 0.01 50 0 0.5 0.01 5 78 0.01 100 0 2 0.01 10

36 0.01 100 0 0.5 0.01 5 79 0.01 5 0 5 0.01 10

37 0.01 5 0 1 0.01 5 80 0.01 10 0 5 0.01 10

38 0.01 10 0 1 0.01 5 81 0.01 20 0 5 0.01 10

39 0.01 20 0 1 0.01 5 82 0.01 30 0 5 0.01 10

40 0.01 30 0 1 0.01 5 83 0.01 40 0 5 0.01 10

41 0.01 40 0 1 0.01 5 84 0.01 50 0 5 0.01 10

42 0.01 50 0 1 0.01 5 85 0.01 100 0 5 0.01 10

43 0.01 100 0 1 0.01 5
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Table 4.4: Tested cases varying objective-function weighting parameters.

Case α β γ Case α β γ Case α β γ Case α β γ

1 0.25 0.7 0.05 14 0.3 0.45 0.25 27 0.4 0.45 0.15 40 0.5 0.35 0.15

2 0.25 0.6 0.15 15 0.3 0.4 0.3 28 0.4 0.4 0.2 41 0.5 0.3 0.2

3 0.25 0.55 0.2 16 0.3 0.3 0.4 29 0.4 0.35 0.25 42 0.5 0.25 0.25

4 0.25 0.5 0.25 17 0.3 0.25 0.45 30 0.4 0.3 0.3 43 0.55 0.4 0.05

5 0.25 0.45 0.3 18 0.35 0.6 0.05 31 0.4 0.25 0.35 44 0.55 0.35 0.1

6 0.25 0.4 0.35 19 0.35 0.55 0.1 32 0.45 0.5 0.05 45 0.55 0.3 0.15

7 0.25 0.35 0.4 20 0.35 0.5 0.15 33 0.45 0.45 0.1 46 0.55 0.25 0.2

8 0.25 0.3 0.45 21 0.35 0.45 0.2 34 0.45 0.4 0.15 47 0.6 0.35 0.05

9 0.25 0.25 0.5 22 0.35 0.4 0.25 35 0.45 0.35 0.2 48 0.6 0.3 0.1

10 0.3 0.65 0.05 23 0.35 0.3 0.35 36 0.45 0.3 0.25 49 0.6 0.25 0.15

11 0.3 0.6 0.1 24 0.35 0.25 0.4 37 0.45 0.25 0.3 50 0.65 0.3 0.05

12 0.3 0.55 0.15 25 0.4 0.55 0.05 38 0.5 0.45 0.05 51 0.7 0.25 0.05

13 0.3 0.5 0.2 26 0.4 0.5 0.1 39 0.5 0.4 0.1

Table 4.5: Tested cases varying total iterations and population size.

Case Ti Ps Case Ti Ps Case Ti Ps Case Ti Ps Case Ti Ps

1 300 50 7 500 50 13 700 50 19 1000 50 25 1500 50

2 300 100 8 500 100 14 700 100 20 1000 100 26 1500 100

3 300 200 9 500 200 15 700 200 21 1000 200 27 1500 200

4 300 300 10 500 300 16 700 300 22 1000 300 28 1500 300

5 300 400 11 500 400 17 700 400 23 1000 400 29 1500 400

6 300 500 12 500 500 18 700 500 24 1000 500 30 1500 500

Table 4.6: Tested cases varying short-circuit levels weighting factors.

Case ι κ τ Case ι κ τ Case ι κ τ Case ι κ τ

1 0.05 0.05 0.9 14 0.1 0.3 0.6 27 0.2 0.15 0.65 40 0.3 0.15 0.55

2 0.05 0.1 0.85 15 0.1 0.35 0.55 28 0.2 0.2 0.6 41 0.3 0.2 0.5

3 0.05 0.15 0.8 16 0.1 0.4 0.5 29 0.2 0.25 0.55 42 0.3 0.25 0.45

4 0.05 0.2 0.75 17 0.15 0.05 0.8 30 0.2 0.3 0.5 43 0.3 0.3 0.4

5 0.05 0.25 0.7 18 0.15 0.1 0.75 31 0.2 0.35 0.45 44 0.35 0.05 0.6

6 0.05 0.3 0.65 19 0.15 0.15 0.7 32 0.25 0.05 0.7 45 0.35 0.1 0.55

7 0.05 0.35 0.6 20 0.15 0.2 0.65 33 0.25 0.15 0.6 46 0.35 0.15 0.5

8 0.05 0.4 0.55 21 0.15 0.25 0.6 34 0.25 0.2 0.55 47 0.35 0.2 0.45

9 0.05 0.45 0.5 22 0.15 0.3 0.55 35 0.25 0.25 0.5 48 0.35 0.25 0.4

10 0.1 0.05 0.85 23 0.15 0.35 0.5 36 0.25 0.3 0.45 49 0.4 0.05 0.55

11 0.1 0.1 0.8 24 0.15 0.4 0.45 37 0.25 0.35 0.4 50 0.4 0.1 0.5

12 0.1 0.15 0.75 25 0.2 0.05 0.75 38 0.3 0.05 0.65 51 0.4 0.15 0.45

13 0.1 0.2 0.7 26 0.2 0.1 0.7 39 0.3 0.1 0.6 52 0.45 0.05 0.5
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Figure 4.5: Testing total iterations and population size.
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Figure 4.6: Testing short-circuit levels weighting factors.

Table 4.7: Probability of occurrence of tested operators.

Case P(S) P(D) P(R) Case P(S) P(D) P(R) Case P(S) P(D) P(R) Case P(S) P(D) P(R)

1 0.05 0.05 0.9 14 0.1 0.3 0.6 27 0.2 0.15 0.65 40 0.3 0.15 0.55

2 0.05 0.1 0.85 15 0.1 0.35 0.55 28 0.2 0.2 0.6 41 0.3 0.2 0.5

3 0.05 0.15 0.8 16 0.1 0.4 0.5 29 0.2 0.25 0.55 42 0.3 0.25 0.45

4 0.05 0.2 0.75 17 0.15 0.05 0.8 30 0.2 0.3 0.5 43 0.3 0.3 0.4

5 0.05 0.25 0.7 18 0.15 0.1 0.75 31 0.2 0.35 0.45 44 0.35 0.05 0.6

6 0.05 0.3 0.65 19 0.15 0.15 0.7 32 0.25 0.05 0.7 45 0.35 0.1 0.55

7 0.05 0.35 0.6 20 0.15 0.2 0.65 33 0.25 0.15 0.6 46 0.35 0.15 0.5

8 0.05 0.4 0.55 21 0.15 0.25 0.6 34 0.25 0.2 0.55 47 0.35 0.2 0.45

9 0.05 0.45 0.5 22 0.15 0.3 0.55 35 0.25 0.25 0.5 48 0.35 0.25 0.4

10 0.1 0.05 0.85 23 0.15 0.35 0.5 36 0.25 0.3 0.45 49 0.4 0.05 0.55

11 0.1 0.1 0.8 24 0.15 0.4 0.45 37 0.25 0.35 0.4 50 0.4 0.1 0.5

12 0.1 0.15 0.75 25 0.2 0.05 0.75 38 0.3 0.05 0.65 51 0.4 0.15 0.45

13 0.1 0.2 0.7 26 0.2 0.1 0.7 39 0.3 0.1 0.6 52 0.45 0.05 0.5
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Figure 4.7: Testing operators probability of occurrence.

Table 4.8: Tested sequential quadratic programming occurrence.

Case Iteration Case Iteration Case Iteration Case Iteration Case Iteration

1 10 8, 32 19 32, 256 28 8, 32, 128 37 16, 128, 256

2 8 11 8, 128 20 32, 700 29 8, 32, 256 38 16, 128, 700

3 16 12 8, 256 21 128, 256 30 8, 32, 700 39 16, 256, 700

4 32 13 8, 700 22 128, 700 31 8, 128, 256 40 32, 128, 256

5 128 14 16, 32 23 256, 700 32 8, 128, 700 41 32, 128, 700

6 256 15 16, 128 24 8, 16, 32 33 8, 256, 700 42 32, 256, 700

7 700 16 16, 256 25 8, 16, 128 34 16, 32, 128 43 128, 256, 700

8 8, 8 17 16, 700 26 8, 16, 256 35 16, 32, 256

9 8, 16 18 32, 128 27 8, 16, 700 36 16, 32, 700
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4.2 OVERCURRENTRELAY COORDINATION RESULTS

The previous section illustrate the experiments carried out in order to tune the parameters

used by genetic algorithms and invasive-weed optimization. Meanwhile this section aims

to compare the results obtained by the proposed methodologyin comparison with four

different cases that exemplify the considerations followed by different researchers through

the last 30 years.

After experimental tuning, the magnitudes used by each parameter of both algo-

rithms are listed in Table 4.9. The table is divided in three groups of parameters, the first

part comprehend columns one to three and enlists settings that are used by an specific

algorithm. The probability of occurrence of IWO operators remains unaltered during sim-

ulation, nevertheless the GA implementation is subjected to alterations in accordance with

the slope decrease; if the best fitness is not improved afterTi

20
iterations, the probabilities

P(C), P(M), and P(E) are respectively modified to 0.55, 0.45,0.05 until the algorithm

escapes the local minima.

The second and third set of parameters indicates settings that are shared by both

methods. Whileα, β, γ, ι, κ, and τ are fixed, both algorithms are allowed to define

a continuous magnitude inside the defined boundaries for TDS, Pm, A, B, and p. An

adequate selection of those adjustable settings may lead toa relay coordination problem

solution.

Five coordination approaches are compared in this section.The first case is the

proposed method, five parameters that conform the overcurrent relay curve are considered

as adjustable settings and the objective function aims to achieve coordination and time

reduction for three different levels of short-circuit current. The first proposal is reached

by allowing the relays to select continuous curve settings between a predefined boundaries

while the second one consists in weighting the objective function as indicated in Equation

3.11 in Chapter 3.
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Table 4.9: Selection ranges of each adjustable setting.

Boundaries

Parameter GA IWO Parameter Setting Parameter Minimum Maximum

Ti 2000 700 α 0.60 TDS 0.50 5

Ps 200 100 β 0.30 Pm 1.40 2

P(C) 0.85 - γ 0.10 A 0.01 30

P(M) 0.10 - ι 0.25 B 0 0.50

P(E) 0.05 - κ 0.25 p 0.01 2

P(S) - 0.25 τ 0.50

P(D) - 0.05

P(R) - 0.70

The remaining four cases are selected since they correspondto common practices

conducted by researchers in all the related work cited in theprevious chapters, they seek

to achieve coordination while two — in cases three and five — and three — in cases two

and four — inverse-time curve parameters are contemplated as adjustable. The IEEE very

inverse-time curve is predefined for all relays in cases three and five, while in cases two

and four each relay is allowed to choose one of the eight curvetypes presented in Table 2.1.

The selection of a curve type involves the unaltered use of their A, B, and p parameters.

Another difference is related to the objective function weighting factors, cases two and

three seek to achieve coordination for minimum and maximum fault currents while cases

four and five pursuits the same objective considering just a maximum level of short-circuit

current. The five cases parameters are resumed in Table 4.10.

The overcurrent relay coordination results for the 9, 14, 30, 57, and 118-bus sys-

tems obtained by the genetic algorithm are presented in Table 4.11. Each one of the five

table sections belongs to each tested power system, sections are identical and only the

obtained results vary from one system to another. The fitness, miscoordination percentage

(mc%), average main and backup tripping times, and coordination errors are the results to

be compared and they are illustrated in columns one and two. Operation times and coor-

dination errors for different short-circuit magnitudes are shown individually while fitness

and miscoordination percentage represent the global result.
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Table 4.10:Selection ranges of each adjustable setting.

Case

Parameter 1 2 3 4 5

TDS [0.50 - 5]

Pm [1.4 - 2]

A [0.01 - 30]

8
cu

rv
es 19.60

8
cu

rv
es 19.60

B [0 - 0.50] 0.49 0.49

p [0.01 - 2] 2 2

ι 0.25 0.25 0.25 0.00 0.00

κ 0.25 0.00 0.00 0.00 0.00

τ 0.50 0.75 0.75 1.00 1.00

Columns three to seven exhibit the results obtained by each one of the five cases.

Lastly, columns eight to eleven show in percentage the improvement obtained by case one

in comparison with cases two to five. Negative magnitudes in those columns indicate a

case that obtained a better result. In addition, Figure 4.9 illustrates the same results in a

set bar plots for better appreciation.

The total coordination pairs of each test system is respectively 12, 50, 124, 220,

and 906; after the sensitivity filter the total pairs is reduced to 10, 47, 118, 206, and 884;

since three coordination points are considered for each pair, these values are multiplied

by three to obtain the total coordination points of each system. Therefore, if cases three

to five obtained a miscoordination percentage of 6.67 for thethe 9-bus system, it means

that coordination is not achieved for two out of 30 coordination pairs. GA achieves full

coordination for the small 9-bus power system, nevertheless the miscoordination percent-

age increase as the systems grow. This behavior is shared by all five cases and it is an

expected result considering the complexity increase.

The results of the first three systems are fully dominated by the proposed case,

improvements from 7% to more than 90% are achieved. Since themiscoordination per-

centage is improved or at least maintained equal in comparison with standardized cases,

the curves compatibilities are not compromised by using unstandardized adjusts. The sit-

uation is different for more complex systems, some results obtained by the standard cases
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are better than the proposed case; even considering these disadvantages the proposed case

fitness is better than the others, indicating that its overall result is the best among all sce-

narios. This statement can be better appreciated by observing the 57 and 118-bus systems

results in Figure 4.9, some scenarios achieve less miscoordinations but they fail to obtain

fast tripping times for all short-circuit currents. The improvement average considering all

cases, measurements and systems is equal to 44.01%.

Results presented in Table 4.12 and illustrated in Figure 4.10 are obtained by the

implementation of the invasive-weed optimization method.They are arranged in the same

order and contain the same information as previously analyzed GA results. An important

fact to highlight is that in these simulations all results are fully dominated by the proposed

case, improvements from 1% to 96% are achieved, obtaining animprovement average for

all cases, measurements, and systems of 51.60%, 7% more thanGA average.

The total iterations is increased to 1000 and 1500 for the 57 and 118-bus systems.

The proposed methodology achieves coordination for all 618pairs in the 57-bus power

system with better tripping times for all short-circuit levels, the same performance is also

obtained for smaller systems. The standardized cases also obtained better results in com-

parison with genetic algorithms. Furthermore, 118-bus system is successfully coordinated

presenting just 0.44% of miscoordinations. This results are outstanding considering the

magnitude, interconnection, and complexity of this power system where 2718 pairs are

being coordinated and the relays function as backups for up to seven main relays. The

tripping times and coordination errors are also improved bythe base case.

The average convergence of both algorithms after 10 ten experimental repetitions,

solving the coordination for the 57-bus system is illustrated in Figure 4.11, 700 IWO iter-

ations obtained similar results in comparison with 2000 GA iterations. GA total iterations

were increased during some experiments in order to perform abetter comparison, never-

theless the algorithm did not improved IWO solutions. Table4.13 compares the results

obtained by both algorithms, it can be noted that IWO improves all but one measurements,

reducing total of miscoordinations as well as tripping times and coordination errors.
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Table 4.11:OCR coordination results obtained by GA.

Results
Case Improvement

1 2 3 4 5 2 3 4 5

f 0.10 0.18 0.56 0.21 0.56 42.14 81.79 52.49 81.87

9-
bu

s
sy

st
em

mc% 0.00 0.00 6.67 6.67 6.67 / 100 100 100

Imsc

tm 0.27 0.46 0.97 0.49 0.98 41.98 72.72 46.04 72.93
ECTI 0.64 0.89 5.30 1.56 5.30 27.70 87.89 58.85 87.88
tbu 1.21 1.65 6.42 2.27 6.42 26.63 81.18 46.84 81.19

Iinsc

tm 0.12 0.32 0.50 0.30 0.50 60.98 75.44 58.25 75.47
ECTI 0.18 0.30 2.06 0.42 2.06 37.89 91.04 55.95 91.05
tbu 0.61 0.91 2.82 1.01 2.82 33.44 78.45 40.07 78.48

IMsc

tm 0.09 0.26 0.38 0.23 0.38 67.64 77.80 63.62 77.78
ECTI 0.03 0.12 1.07 0.18 1.08 76.84 97.33 84.22 97.34
tbu 0.41 0.69 1.76 0.72 1.76 39.76 76.46 42.19 76.49

f 0.14 0.18 3.67 0.25 3.72 21.84 96.24 44.69 96.30

14
-b

us
sy

st
em

mc% 2.13 2.13 11.35 6.38 13.48 0.00 81.25 66.67 84.21

Imsc

tm 0.28 0.37 0.68 0.38 0.66 24.92 59.07 26.21 57.78
ECTI 0.77 0.83 3.70 2.18 2.81 7.33 79.15 64.60 72.60
tbu 1.31 1.48 4.48 2.75 3.61 11.48 70.69 52.35 63.63

Iinsc

tm 0.15 0.24 0.47 0.21 0.45 36.74 68.11 27.21 66.87
ECTI 0.23 0.32 0.70 0.36 0.69 28.98 67.61 37.36 67.13
tbu 0.66 0.86 1.41 0.86 1.40 23.39 53.41 23.68 53.29

IMsc

tm 0.11 0.19 0.43 0.16 0.41 42.20 73.78 28.71 72.73
ECTI 0.10 0.17 0.35 0.15 0.31 39.34 70.55 33.05 67.40
tbu 0.50 0.67 1.03 0.62 1.01 25.45 51.71 19.21 50.59

f 0.22 0.25 1.43 0.58 1.60 10.98 84.32 61.70 86.05

30
-b

us
sy

st
em

mc% 5.37 5.93 20.34 8.47 15.25 9.52 73.61 36.67 64.81

Imsc

tm 0.43 0.50 0.87 0.59 0.88 13.43 50.48 27.03 50.88
ECTI 0.78 0.81 1.77 1.45 1.59 3.49 55.74 45.93 50.61
tbu 1.44 1.55 2.58 2.19 2.46 6.80 44.00 33.91 41.27

Iinsc

tm 0.27 0.33 0.62 0.35 0.69 17.85 55.98 21.41 60.37
ECTI 0.33 0.41 1.00 0.60 0.61 20.43 67.21 45.56 46.40
tbu 0.87 1.01 1.72 1.22 1.40 14.17 49.63 28.65 38.00

IMsc

tm 0.22 0.27 0.57 0.27 0.65 18.42 60.99 18.44 65.52
ECTI 0.17 0.24 0.41 0.29 0.26 30.24 58.34 41.29 34.81
tbu 0.67 0.80 1.10 0.86 1.02 15.97 39.36 22.18 34.60

f 0.38 0.42 1.58 2.18 5.24 7.71 75.66 82.40 92.66
57

-b
us

sy
st

em

mc% 14.89 13.92 35.44 14.24 28.16 -6.98 57.99 -4.55 47.13

Imsc

tm 0.55 0.74 2.42 0.68 2.65 24.80 77.06 18.90 79.06
ECTI 1.09 1.77 63.92 5.72 4.74 38.13 98.29 80.91 76.93
tbu 1.71 2.54 64.94 6.45 5.56 32.67 97.37 73.47 69.23

Iinsc

tm 0.47 0.48 1.89 0.35 1.88 0.17 74.86 -33.97 74.72
ECTI 0.34 0.64 0.50 0.73 0.39 47.04 32.59 53.27 13.26
tbu 0.90 1.23 1.35 1.30 1.13 27.28 33.70 31.17 21.12

IMsc

tm 0.44 0.41 1.76 0.28 1.75 -9.07 74.69 -59.93 74.62
ECTI 0.23 0.44 0.27 0.36 0.17 46.87 12.10 34.71 -40.60
tbu 0.75 0.98 1.03 0.88 0.90 22.75 27.05 14.73 16.25

f 0.62 0.66 5.61 1.99 3.57 6.26 88.99 68.88 82.70

11
8-

bu
s

sy
st

em

mc% 26.58 24.81 33.14 20.29 26.81 -7.14 19.80 -31.04 0.84

Imsc

tm 0.86 0.82 1.18 0.94 1.25 -5.59 27.07 8.39 30.77
ECTI 2.09 3.27 3.85 21.84 4.52 35.93 45.56 90.41 53.65
tbu 2.79 4.03 4.67 21.84 5.36 30.87 40.36 87.24 48.03

Iinsc

tm 0.65 0.61 0.97 0.59 0.99 -7.68 32.95 -11.21 33.93
ECTI 0.77 1.08 0.77 1.27 0.66 28.73 -0.19 39.06 -16.38
tbu 1.37 1.72 1.53 1.85 1.47 20.58 10.65 25.98 6.84

IMsc

tm 0.59 0.54 0.93 0.49 0.94 -10.22 36.32 -20.54 36.80
ECTI 0.55 0.82 0.55 0.81 0.43 32.62 -1.09 31.67 -30.46
tbu 1.12 1.41 1.29 1.35 1.22 20.44 13.51 17.07 8.39
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Figure 4.9: Tripping times, errors, and miscoordination percentage using GA.
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Table 4.12:OCR coordination results obtained by IWO.

Results
Case Improvement

1 2 3 4 5 2 3 4 5

f 0.07 0.15 0.20 0.14 0.21 54.06 66.10 53.05 68.01

9-
B

us
sy

st
em

mc% 0 0 0 0 0 / / / /

Imsc

tm 0.19 0.46 0.69 0.44 0.73 59.66 72.99 57.77 74.58
ECTI 0.46 0.63 0.82 0.74 0.91 26.74 44.18 38.12 49.49
tbu 0.93 1.38 1.77 1.48 1.91 32.65 47.33 36.96 51.36

Iinsc

tm 0.08 0.32 0.42 0.29 0.42 74.63 80.52 72.34 80.88
ECTI 0.14 0.24 0.44 0.27 0.51 42.14 68.66 48.28 73.18
tbu 0.52 0.85 1.14 0.85 1.23 39.57 54.92 39.40 58.10

IMsc

tm 0.05 0.27 0.35 0.24 0.35 80.63 85.05 78.45 85.05
ECTI 0.00 0.10 0.24 0.10 0.30 95.81 98.32 96.01 98.65
tbu 0.35 0.66 0.88 0.63 0.94 46.43 59.95 44.16 62.57

f 0.10 0.13 0.30 0.14 0.29 24.62 68.61 30.41 67.39

14
-B

us
sy

st
em

mc% 0 0 4.26 0 2.13 / 100 / 100

Imsc

tm 0.24 0.34 0.69 0.35 0.71 29.42 65.44 32.31 66.47
ECTI 0.42 0.59 1.36 0.86 1.55 29.41 69.11 51.22 72.90
tbu 0.93 1.21 2.30 1.48 2.47 22.86 59.46 36.98 62.16

Iinsc

tm 0.15 0.21 0.52 0.21 0.52 30.40 71.57 29.21 71.55
ECTI 0.17 0.25 0.50 0.30 0.53 30.40 65.56 42.45 67.90
tbu 0.61 0.75 1.29 0.80 1.32 18.60 52.46 23.15 53.70

IMsc

tm 0.12 0.18 0.49 0.17 0.48 30.94 75.21 28.32 74.97
ECTI 0.07 0.12 0.26 0.14 0.29 45.42 74.39 53.18 76.49
tbu 0.49 0.60 1.02 0.61 1.04 18.31 52.45 19.99 53.31

f 0.13 0.20 0.50 0.18 0.49 32.92 73.28 26.86 72.64

30
-B

us
sy

st
em

mc% 0 0 5.93 0.28 3.67 / 100 100 100

Imsc

tm 0.37 0.57 0.95 0.49 1.11 35.09 61.25 24.54 66.68
ECTI 0.48 0.86 1.11 0.88 1.38 43.73 56.57 45.25 65.00
tbu 1.11 1.68 2.11 1.62 2.49 33.91 47.22 31.45 55.40

Iinsc

tm 0.25 0.37 0.76 0.29 0.87 31.81 67.13 12.77 71.16
ECTI 0.26 0.48 0.48 0.46 0.54 46.44 46.40 44.38 52.71
tbu 0.78 1.13 1.34 1.03 1.53 30.95 41.86 24.60 49.24

IMsc

tm 0.21 0.30 0.72 0.22 0.82 29.93 71.08 5.54 74.47
ECTI 0.16 0.32 0.26 0.30 0.29 50.78 40.64 47.31 46.94
tbu 0.64 0.90 1.08 0.81 1.24 29.35 41.26 21.11 48.43

f 0.15 0.27 0.99 0.70 1.43 43.63 84.48 78.06 89.23

57
-B

us
sy

st
em

mc% 0 0.65 13.75 0.97 13.27 100 100 100 100

Imsc

tm 0.36 0.79 2.25 0.89 2.48 54.66 84.10 59.77 85.58
ECTI 0.68 1.51 1.52 3.37 2.31 54.89 55.23 79.77 70.51
tbu 1.35 2.39 2.57 4.30 3.29 43.39 47.43 68.52 58.92

Iinsc

tm 0.29 0.52 1.93 0.50 1.92 43.61 84.68 40.99 84.61
ECTI 0.26 0.54 0.33 0.81 0.37 52.29 21.14 68.34 30.88
tbu 0.86 1.22 1.27 1.57 1.29 29.19 31.72 45.09 32.81

IMsc

tm 0.27 0.44 1.82 0.40 1.81 38.35 85.12 32.37 85.03
ECTI 0.17 0.36 0.21 0.50 0.25 52.98 21.19 66.81 32.32
tbu 0.75 0.97 1.10 1.18 1.11 22.73 32.21 36.86 32.93

f 0.16 0.41 0.89 0.51 1.52 60.18 81.75 68.03 89.25

11
8-

B
us

sy
st

em

mc% 0.44 2.22 13.88 2.30 13.73 80.15 96.82 80.81 96.78

Imsc

tm 0.35 0.77 1.33 0.74 1.38 54.44 73.60 52.49 74.66
ECTI 0.72 2.37 1.57 3.66 1.83 69.67 54.24 80.34 60.64
tbu 1.28 3.18 2.55 4.40 2.75 59.65 49.63 70.81 53.36

Iinsc

tm 0.28 0.55 1.12 0.49 1.11 48.50 74.74 42.44 74.54
ECTI 0.28 0.99 0.54 0.97 0.54 71.70 48.19 71.31 48.14
tbu 0.80 1.67 1.44 1.61 1.43 52.32 44.82 50.61 44.08

IMsc

tm 0.26 0.47 1.07 0.42 1.05 46.04 76.05 39.13 75.68
ECTI 0.18 0.70 0.39 0.64 0.37 74.75 54.40 72.48 52.35
tbu 0.67 1.34 1.28 1.23 1.25 49.60 47.16 45.32 45.89
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Figure 4.10: Tripping times, errors, and miscoordination percentage using IWO.
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Figure 4.11: GA and IWO fitness convergence for OCR coordination.

Table 4.13: IWO and GA results comparison and IWO percentage of improvement.

Results
9-Bus System 14-Bus System 30-Bus System 57-Bus System 118-Bus System

IWO GA % IWO GA % IWO GA % IWO GA % IWO GA %

f 0.07 0.10 33.32 0.10 0.14 31.00 0.13 0.22 40.07 0.15 0.38 59.90 0.26 0.62 58.57

mc% 0 0 / 0 2.13 100 0 5.37 100 0 14.91 100 0.53 26.5898.01

Imsc

tm 0.19 0.27 29.82 0.24 0.28 13.66 0.37 0.43 14.60 0.36 0.55 35.47 0.58 0.86 32.73

ECTI 0.46 0.64 28.51 0.42 0.77 45.61 0.48 0.78 38.65 0.68 1.09 37.66 1.30 2.09 37.72

tbu 0.93 1.21 22.91 0.93 1.31 28.92 1.11 1.44 23.10 1.35 1.71 20.92 2.05 2.79 26.59

Iinsc

tm 0.08 0.12 34.21 0.15 0.15 0.25 0.25 0.27 8.40 0.29 0.47 37.83 0.46 0.65 29.07

ECTI 0.14 0.18 25.24 0.17 0.23 24.97 0.26 0.33 21.73 0.26 0.34 24.21 0.53 0.77 31.58

tbu 0.52 0.61 15.10 0.61 0.66 6.55 0.78 0.87 10.46 0.86 0.90 3.39 1.20 1.37 12.61

IMsc

tm 0.05 0.09 39.32 0.12 0.11 -7.44 0.21 0.22 7.05 0.27 0.44 39.07 0.42 0.59 29.00

ECTI 0.00 0.03 85.84 0.07 0.10 33.92 0.16 0.17 8.34 0.17 0.23 28.31 0.36 0.55 35.76

tbu 0.35 0.41 14.59 0.49 0.50 2.32 0.64 0.67 4.79 0.75 0.75 1.04 0.99 1.12 11.16

Last results to show in this section correspond to sequential quadratic programming

implementation. Since nonlinear optimization methods require a good initial guess in or-

der to converge, SQP has been implemented to initialize after eight IWO iterations. The

simulation results are shown in Table 4.14, IWO+SQP improvement percentage in com-

parison with IWO is also reported. Certain tripping times are worsen in some scenarios

but fitness and consequently most measurements are slightlyimproved in all systems. The

average fitness convergency after ten simulations of each case is illustrated in Figure 4.12.
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Figure 4.12: IWO and IWO+SQP average fitness convergency for OCR coordination.

Table 4.14: IWO+SQP and IWO results compared.

Results
9-Bus System 14-Bus System 30-Bus System 57-Bus System 118-Bus System

SQP IWO % SQP IWO % SQP IWO % SQP IWO % SQP IWO %

f 0.07 0.07 1.76 0.09 0.10 5.87 0.11 0.13 19.87 0.15 0.15 0.29 0.16 0.16 4.71

mc% 0 0 / 0 0 / 0 0 / 0 0 / 0.37 0.44 16.67

Imsc

tm 0.17 0.19 6.47 0.22 0.24 6.89 0.29 0.37 22.44 0.36 0.36 0.44 0.34 0.35 3.71

ECTI 0.45 0.46 1.39 0.42 0.42 0.21 0.52 0.48 -8.48 0.69 0.68 -1.48 0.66 0.72 8.74

tbu 0.91 0.93 1.91 0.92 0.93 1.69 1.07 1.11 3.71 1.36 1.35 -0.82 1.21 1.28 6.01

Iinsc

tm 0.08 0.08 -0.45 0.13 0.15 12.39 0.16 0.25 34.94 0.29 0.29 1.85 0.27 0.28 4.31

ECTI 0.13 0.14 4.76 0.17 0.17 1.66 0.23 0.26 8.46 0.27 0.26 -4.81 0.27 0.28 2.91

tbu 0.51 0.52 1.61 0.59 0.61 3.19 0.67 0.78 13.65 0.87 0.86 -1.11 0.78 0.80 2.76

IMsc

tm 0.05 0.05 -2.71 0.10 0.12 15.65 0.12 0.21 41.02 0.26 0.27 2.73 0.24 0.26 4.55

ECTI 0.00 0.00 52.89 0.06 0.07 7.57 0.12 0.16 25.12 0.17 0.17 -1.61 0.17 0.18 3.53

tbu 0.35 0.35 0.57 0.46 0.49 4.54 0.52 0.64 18.92 0.75 0.75 0.10 0.66 0.67 2.85
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4.3 OVERCURRENT ANDDISTANCE RELAY

COORDINATION RESULTS

The previous section presented overcurrent relay coordination results using genetic algo-

rithms and invasive-weed optimization for the 9, 14, 30, 57,and 118-bus systems. In four

systems IWO accomplished coordination of all coordinationpairs that involved relays ca-

pable of being coordinated, i.e., relays that pass the sensitivity filter described by Equation

2.3; the implemented algorithm failed failed to coordinate0.44% of the total coordination

pairs of the 118-bus system. Since overcurrent relays cannot detect certain short-circuit

magnitudes, relays that do not pass the filter are impossibleto coordinate; this limitation

is caused by the protection principle and is not related to any specific methodology or

algorithm.

The coordination pairs are conformed in accordance with thebus connection data of

each system, after fault and flow analysis coordination pairs pass through the sensitivity

filter. The total pairs removed from the coordination process for each system is respec-

tively equal to 2, 3, 6, 14, and 22 pairs. According to reported literature researchers have

implemented algorithms to solve the OCR coordination, nevertheless nothing has been

done about the insensitive relays; furthermore some works propose distance and OCR

coordination offering a redundant solution by placing bothprotection principles on ev-

ery bus. In this work, distance-relays are used to substitute insensitive overcurrent ones,

aiming to offer a better solution to OCR coordination.

Inserted distance-relays conform new hybrid coordinationpairs with all their related

OCR, Figure 4.13 illustrate the coordination points considered in this section of the thesis,

when distance-relay is used as main or backup protection. The programmed algorithm is

capable to handle different total zones and zone coverage percentage, however for this

thesis distance-relays first zone is set to cover 80% of the main line while their second

zone is expected to cover the remaining 20% and the 100% of theadjacent one, the third

zone is deactivated. As highlighted in the figure, each kind of coordination pair — dis-
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Figure 4.13: Distance and overcurrent relays coordination points.

tance as main and overcurrent as backup (D+OC) or vice versa (OC+D) — aims to fulfill

coordination requirements for two coordination points. The distance coordination time

interval is set to 0.2 seconds.

The total overcurrent and distance coordination pairs for each tested system is re-

spectively equal to 4, 11, 25, 49, and 123 pairs; since in thisapproach each pair involve

two coordination points, the total points is twice the totalpairs. GA have been imple-

mented to complete this part of the thesis however it presented difficulties to converge and

was finally discarded for this section.

The objective function is described by Equation 3.15, and the weighting factors are

set toα, β, γ, andδ are respectively set to 0.5, 0.15, 0.25, and 0.1. Excluding these ad-

justments, the remaining IWO parameters shown in Table 4.9 and the five cases illustrated

in Table 4.10 are considered in the following simulations.

Overcurrent and distance-relay coordination results are shown in Table 4.15; the ta-

ble is organized in the same manner presented in the previoussection, being the distance

miscoordination percentage (mcd%) the only addition. In addition, Figure 4.14 illustrates

the system results as a set of box plots. Similar to previously presented results, the pro-

posed methodology dominated almost all categories obtaining lower tripping times and

lesser miscoordinations in comparison with the remaining four cases, which in addition

failed to converge in some simulations.
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Table 4.15: IWO results for overcurrent and distance-relay coordination.

Results
Case Improvement

1 2 3 4 5 2 3 4 5
f 0.11 0.43 0.37 0.28 0.39 74.13 70.11 60.26 71.53

9-
B

us
sy

st
em

mc% 0 0 0 0 0 / / / /
mcd% 0 37.50 25.00 12.50 25.00 100.00 100.00 100.00 100.00

Imsc

tm 0.36 0.82 0.81 0.61 0.77 56.39 55.90 41.71 53.63
ECTI 0.51 1.72 1.06 0.96 1.74 70.53 52.27 47.11 70.84
tbu 1.15 2.86 2.20 1.93 2.83 59.74 47.72 40.46 59.33

Iinsc

tm 0.22 0.64 0.67 0.44 0.60 65.71 67.40 49.94 63.69
ECTI 0.20 0.63 0.47 0.40 0.75 68.41 57.52 51.11 73.69
tbu 0.70 1.58 1.44 1.20 1.64 56.01 51.53 41.75 57.56

IMsc

tm 0.18 0.56 0.63 0.36 0.56 68.64 72.23 51.41 68.35
ECTI 0.06 0.31 0.24 0.21 0.40 79.80 73.68 71.08 84.61
tbu 0.52 1.19 1.16 0.93 1.24 56.27 55.41 44.01 58.08

f 0.19 0.48 0.44 0.55 0.45 59.57 56.06 64.67 56.99

14
-B

us
sy

st
em

mc% 0 0 0.67 5.33 0.67 / 100 100 100
mcd% 4.55 63.64 22.73 31.82 27.27 92.86 80.00 85.71 83.33

Imsc

tm 0.37 0.74 0.91 0.58 0.85 49.41 59.00 36.19 55.98
ECTI 0.75 1.18 1.35 2.24 1.86 36.11 44.20 66.52 59.68
tbu 1.40 2.10 2.50 3.04 2.97 33.63 44.23 54.12 52.97

Iinsc

tm 0.23 0.58 0.78 0.37 0.69 59.61 70.07 36.81 66.41
ECTI 0.45 0.50 0.46 0.70 0.58 11.56 3.39 36.48 23.71
tbu 0.96 1.29 1.51 1.37 1.56 25.44 36.27 29.56 38.17

IMsc

tm 0.19 0.51 0.75 0.30 0.65 62.80 74.39 36.16 70.83
ECTI 0.30 0.34 0.24 0.46 0.31 11.33 -26.16 35.24 4.80
tbu 0.78 1.07 1.26 1.06 1.25 27.18 38.17 26.99 37.81

f 0.31 0.79 0.73 0.71 0.76 60.12 57.12 55.79 58.90

30
-B

us
sy

st
em

mc% 2.42 14.25 7.80 9.41 8.06 83.02 68.97 74.29 70.00
mcd% 8.00 24.00 24.00 22.00 16.00 66.67 66.67 63.64 50.00

Imsc

tm 0.51 0.52 0.99 0.64 1.09 3.00 48.94 20.90 53.82
ECTI 0.49 1.32 1.31 1.30 1.37 63.22 62.90 62.74 64.64
tbu 1.22 1.99 2.33 2.10 2.45 38.66 47.59 41.73 50.07

Iinsc

tm 0.38 0.40 0.85 0.42 0.93 7.25 55.88 11.15 59.63
ECTI 0.27 0.66 0.55 0.68 0.62 58.43 50.07 59.49 55.51
tbu 0.90 1.24 1.48 1.34 1.60 27.43 38.96 32.57 43.49

IMsc

tm 0.33 0.36 0.81 0.35 0.89 9.80 60.03 6.54 63.36
ECTI 0.18 0.42 0.30 0.46 0.37 57.66 40.28 60.67 51.27
tbu 0.77 0.98 1.20 1.06 1.32 21.62 36.37 27.84 41.93

f 0.31 0.80 1.13 1.01 1.18 61.30 72.75 69.55 73.96
57

-B
us

sy
st

em

mc% 1.06 8.94 13.18 8.03 13.33 88.14 91.95 86.79 92.05
mcd% 7.14 21.43 19.39 9.18 17.35 66.67 63.16 22.22 58.82

Imsc

tm 0.50 1.06 1.95 0.95 2.01 52.43 74.21 47.09 75.00
ECTI 0.85 1.30 0.97 2.46 1.45 35.02 12.39 65.60 41.71
tbu 1.66 2.05 1.99 3.28 2.52 19.21 16.87 49.58 34.35

Iinsc

tm 0.42 0.96 1.90 0.73 1.95 56.48 77.87 42.23 78.44
ECTI 0.35 0.63 0.35 0.78 0.44 43.78 -0.76 54.65 19.55
tbu 1.07 1.28 1.33 1.51 1.47 16.02 19.57 28.96 27.11

IMsc

tm 0.39 0.93 1.88 0.66 1.93 58.14 79.42 41.47 79.91
ECTI 0.24 0.47 0.26 0.53 0.30 49.33 8.47 55.23 21.46
tbu 0.92 1.07 1.23 1.22 1.32 14.17 25.17 24.31 30.31

f 0.35 1.14 1.40 1.65 1.55 69.46 75.15 78.95 77.70

11
8-

B
us

sy
st

em

mc% 2.91 17.44 18.32 24.32 18.95 83.33 84.14 88.05 84.66
mcd% 4.47 17.48 20.33 25.61 18.29 74.42 78.00 82.54 75.56

Imsc

tm 0.45 0.62 1.25 0.89 1.33 27.40 63.76 49.54 66.01
ECTI 1.00 2.25 1.26 3.05 1.87 55.79 20.92 67.32 46.65
tbu 1.64 2.89 2.23 3.70 2.86 43.39 26.70 55.78 42.79

Iinsc

tm 0.38 0.55 1.21 0.76 1.22 31.07 68.66 49.84 69.04
ECTI 0.36 0.89 0.59 1.22 0.66 59.35 38.09 70.40 45.27
tbu 0.96 1.48 1.53 1.84 1.64 35.36 37.53 48.05 41.47

IMsc

tm 0.35 0.52 1.20 0.71 1.20 32.37 70.80 50.71 70.85
ECTI 0.24 0.70 0.48 0.95 0.50 66.16 51.09 75.10 52.93
tbu 0.81 1.26 1.43 1.54 1.47 35.92 43.21 47.47 44.86
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Figure 4.14: Overcurrent and distance-relays coordination results.
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Let us make a supposition and tag insensitive relays as miscoordinations for the

case presented in the previous section — when only overcurrent relays are coordinated

—. Table 4.16 shows the total coordination points and total miscoordinations of both ap-

proaches. The total and percentage of miscoordinations is then shown in the fourth and

fifth rows. The second group of results is obtained by overcurrent and distance-relays co-

ordinations, the total coordination points (TCP) is the sumof OC+OC, OC+D, and D+OC

coordination points. As can be appreciated in the last two rows, the inclusion of distance-

relays decreases the miscoordination percentage if insensitive relays are considered in four

out of five cases.

On the other hand distance-relays introduction increases OCR mean tripping times;

since the total coordination points and variables grow, this is an expected result.

Table 4.16:Total pairs and miscoordinations comparing both approaches.

OCR OCR + Distance

System 9 14 30 57 118 9 14 30 57 118

TCP 36 150 372 660 2718 38 163 404 716 2898

mc 6 9 18 42 80 0 1 12 13 90

mc% 16.67 6.00 4.84 6.36 2.87 0.00 0.61 2.97 1.82 3.11



CHAPTER 5

CONCLUSIONS

Protective relaying is an art that has been constantly studied, modeled, characterized, and

improved over the years. Several researchers have contributed to increase the power sys-

tem security and reliability through the development and implementation of new protec-

tion approaches capable of dealing with day to day events that can harm the power system

and users. New protection schemes are also designed to face the system behaviour changes

caused by the introduction of state of the art technologies.

The important contribution of researchers from all over theworld has ease the pro-

tections engineer job and most of all it has maintained the protective relaying through the

path of becoming a science. In this chapter the conclusions reached during these years of

thesis development are presented, in addition the achievedcontributions are listed and fur-

ther work is proposed. The reached conclusions are itemizedin the following paragraphs:

• Protective relay coordination is a complex task that requires not just the protection

engineer expertise but also software and technology aid.

• Conceptual expertise and software and algorithmic development knowledge is manda-

tory while working on protective relaying improvements. Optimization theory can

be vastly exploited in this research area.

• The requirements of good initial guess and modelling in exact optimization methods

present important disadvantages in comparison with metaheuristic methods. The

104
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latter are proposed to carry out most coordination process while nonlinear methods

might help to focus the search direction and improve resultsobtention.

• Protective relaying requires the protection system to clear the fault condition as fast

as possible while the coordination time interval between coordination pairs is re-

spected, avoiding sympathy trips and miscoordinations. This fact lead to conclude

that the obtention of global optimal results is not a protection requirement. This

conclusion is based in two simple affirmations: the power systems size and com-

plexity produces a search space that tents to infinite size, consequently the global

optimum obtention is almost impossible to be demonstrated by exhaustive search

or exact methods; heuristics on the other hand cannot guarantee the convergency

to an optimal result. Secondly, the slower obtention of global optimum settings

that might modestly improve coordination results might notbe as useful as local

optimum results obtained in a reasonable small amount of time.

• The design of an algorithmic parameters tuning process is needed to correctly select

a base case for the proposed methodology. The more simulations carried out and

the better the experiments design, the most certainty of a correct selection. Powerful

computers capable of performing fast simulations would be an advantageous tool in

this research step.

• As briefly described, relay coordination is a multiobjective task that requires the im-

provement of contradictory parameters. The problem is consequently characterised

as a pareto front conformed by tripping times a total miscoordinations, where a

better solution for one of them cannot be found without degrading the other. The

implemented methodology and mainly the objective functionweighting parameters

can be modified to obtain the required system characteristics.

• Three short-circuit magnitudes are enough to maintain a compatible inversions grade,

guaranteeing that coordination is carried out for a region of the curve. The inclusion

of more coordination points may be considered in accordancewith computational

capacities in order to satisfy specific coordination requirements.
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• The consideration of unstandardized inverse-time curves improves the overcurrent

relay performance and consequently the relay coordinationresults. The curves com-

patibilities might be compromised if preventive mechanisms as restrictions are not

adopted. The coordination for multiple short-circuit current levels helps to improve

the reliability and avoid curve crosses for currents lower than the maximum. This

contemplation also reduces the tripping times for the left part of the OCR inverse-

time curves.

• Developed methods should be tested in big, widely interconnected, and complex

power systems in order to demonstrate robustness and adaptability. The proposed

method obtain better results in comparison with conventional approaches using stan-

dardized inverse-time curves. The algorithm is tested in five different power systems

obtaining important improvements in all of them.

• The inclusion of distance-relays to replace insensitive overcurrent ones suppose a

coordination complexity increase. The proposed method obtained positive results,

representing a new approach that aims to offer an integral solution for overcurrent

relay coordination.

5.1 CONTRIBUTIONS

The developed contributions are listed as follows:

• A new protection approach that considers unconventional inverse-time curves has

been developed and proven to obtain better results than the use of conventional

curves.

• An objective function that considers the overcurrent relaycoordination desired char-

acteristics is introduced.

• Coordination for different short-circuit levels is considered in the proposed objective
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function, multiple intermediate points may be defined in order to ensure coordina-

tion for a complete range of currents instead of certain points.

• A software tool capable of carry out the coordination problem is developed from

scratch in Matlab. The tool was successfully tested in different power systems and

can be modified to fulfil different system requirements.

• Invasive-weed optimization method is implemented to solvepower system protec-

tion problems for the first time. This method improved genetic algorithm results

when tested for different power systems.

• A sequential quadratic programming nonlinear method is used to cooperate with

metaheuristic methods, this implementation obtained slight improvements.

• A new coordination approach that replaces insensitive overcurrent relays with dis-

tance ones is introduced an proven to obtain positive results.

5.2 FURTHER WORK

There are some topics that emerged during this thesis development and might be of interest

to perform as further work, those are listed in the followingparagraphs:

• The computational capabilities increase would reduce the simulation time, making

possible to obtain a solution for bigger power systems, increase the total of itera-

tions, test broader ranges of parameters selection, and consequently obtain improves

in the coordination results.

• A perturbation routine can be developed in order to ensure that there is not a better

solution in the actual solution surroundings.

• The overcurrent and distance-relay coordination routine can be adapted to offer a

protection scheme of full redundancy, considering overcurrent and distance-relays

in all system buses and non standardized inverse-time curves.
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• The SQP methodology can also be adapted to cooperate in the overcurrent and

distance-relay coordination solution.

• The proposed methodology using five adjustable settings andobtaining nonstan-

dardised inverse-time curves might be helpful to compute relay settings for indus-

trial relay applications.

• The development of a user friendly software application that combines different

optimization algorithms and protection principles may be the most interesting and

sophisticated further work idea emerged from this thesis. This application may

receive power system data as an input and recommend protective relaying principles

and settings for all system buses as an output.
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